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Abstract

Firmware updates are essential for the secure operation of Internet of Things (IoT) de-
vices, as several recent examples of uncovered security flaws in IoT device firmware show.
Firmware update mechanisms must fulfil several requirements. Firstly, as IoT devices are
constrained in terms of available computing power, memory, battery power, and network
bandwidth, firmware update processes must be designed with special consideration to these
constraints. Secondly, firmware update mechanisms must be secure; if they are not, they
allow an attacker to exhaust the device’s resources through a Denial of Service (DoS) at-
tack, block the installation of security patches, or even install arbitrary firmware. Thirdly,
ease of use for the IoT device owner must be considered; ideally, it should be possible to
install firmware updates without manual user intervention and they should cause minimal
service downtime. The Software Updates for Internet of Things (SUIT) working group
at the Internet Engineering Task Force (IETF) has published a draft for a standardized
firmware update process that is designed to fulfil these requirements. SUIT has already
been implemented for the IoT operating system RIOT using Constrained Application Pro-
tocol (CoAP) as the application layer protocol to transmit the update. In this work, we first
analyse the requirements for secure software update mechanisms in the context of the IoT
and provide a survey of existing mechanisms. We then design a new transport mechanism
that uses MQTT For Sensor Networks (MQTT-SN) and extend RIOT’s implementation
with it. Finally, we evaluate and compare the transport mechanisms MQTT-SN and CoAP
in a realistic testbed environment with respect to their resource requirements (flash mem-
ory, RAM and energy consumption), network protocol overhead, total update duration, and
their scalability, i.e. ability to update multiple devices in parallel.
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CHAPTER 1

Introduction

In contrast to the standard Internet, where humans are senders or receivers of information,
the Internet of Things (IoT) consists of non-human “things”, e.g. lightbulbs or fridges,
that communicate with each other using Internet protocols. They are usually low-powered
devices with relatively limited memory and computing capabilities. Since the expected
lifetimes of those devices are of considerable length, it must be possible to update their
firmware when bugs or security problems become known. Otherwise, the devices run the
risk of malfunctioning or becoming compromised, especially if they are connected to the
public Internet.
Several cases of security flaws in IoT devices that have become known in the past couple of
years have illustrated why software updates for IoT devices are so important. For example,
in 2016, security flaws were found in IoT surveillance cameras that had been sold in German
and Swiss supermarkets. The cameras came with an insecure default configuration in which
no password is set for the control panel, and automatically set up a port forwarding in the
home router to make their video and audio streams publicly available over the Internet.
A firmware update addressing the vulnerability had actually been available for months at
the time of publication, however, over a third of scanned devices were still vulnerable [1].
In 2020, the so-called “Ripple20” vulnerabilties were found in a TCP/IP implementation
which was used by hundreds of millions of embedded and IoT devices. Some of them allowed
remote code execution. In response to this, an updated version of the implementation was
released; however, it was difficult to identify all of the affected devices, and it was expected
that some of the affected devices cannot or will not ever have their firmware updated [2].
An analysis of firmware images for over sixty different HP printer models found that over
80% of them contained third-party software with known vulnerabilities [3]. Finally, the
Mirai botnet illustrates the magnitude of attacks that are possible using IoT devices. The
botnet was involved in some of the largest known Distributed Denial of Service (DDoS)
attacks ever in 2016. At its peak, it had infected approximately 600,000 IoT and embedded
devices worldwide [4].
These examples make it obvious that software updates are an important part of the op-
eration and maintenance phase in the lifecycle of an IoT device. The need for software
updates for IoT devices is already widely acknowledged. At the time of writing, the most
recent security guidelines published by the German Federal Office for Information Security
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(German: “Bundesamt für Sicherheit in der Informationstechnik” (BSI)) and the American
National Institute of Standards and Technology (NIST) both list the installation of firmware
updates, especially security patches, as a basic requirement for the secure operation of IoT
devices [5, pp. 3–4][6, p. 9]. The issue has even been acknowledged by European legisla-
ture: In May 2019, the European parliament passed a directive [7] which establishes a new
right for consumers to receive necessary software updates for purchased goods with digi-
tal elements such as IoT devices. The German Federal Ministry of Justice and Consumer
Protection has already published a draft bill implementing the directive [8], which assumes
an average length of five years during which the manufacturer is required to provide these
software updates, starting at the date of purchase.
However, there are several different problems with the current practices for IoT software
updates. Some of them have been noted by Schneier [9], who points out that there are
currently not enough incentives for IoT device vendors to provide software updates, and
that there is no system through which device owners get notified of new software updates.
Furthermore, ease of use and user acceptance must be considered. Currently, some device
owners may lack the expertise required to install firmware updates on their devices. One
survey found that in general, the average user is not likely to immediately install software
updates when prompted, e.g. due to inconvenience or past negative experiences with buggy
updates [10]. It must also be taken care that the software update process itself is secure and
does not introduce new attack vectors, such as installation of a malicious software, rollbacks
of security fixes, and Denial of Service (DoS) attacks that exhaust a device’s resources (e.g.
battery power) by continually attempting illegitimate updates. For example, a vulnerability
was found in the remote firmware update functionality used in HP LaserJet printers that
allowed an attacker to install arbitrary firmware because updates were only authenticated
using checksums and not signed [3]. The printers also did not require any administrator
user authentication; anyone who was allowed to print could also install updates. Even if
cryptographic signatures are used, attackers may compromise the signing keys. For example,
Ronen et al. were able to extract the secret key used to encrypt and sign updates which was
shared by many Philips Hue devices, and use it to sign and install malicious firmware [11].
If combined with another vulnerability in the ZigBee protocol, a worm could then spread
itself from one infected light bulb to others within transmission range.
In answer to these problems, the working group Software Updates for Internet of Things
(SUIT) at the Internet Engineering Task Force (IETF) is currently working on a standard-
ized software update solution for IoT devices. The solution is intended to work even for
constrained devices with as little as ∼10 KiB Random Access Memory (RAM) and ∼100 KiB
flash memory (Class 1 devices [12]). Their efforts focus mainly on standardizing a format
for the software’s metadata (also known as “manifest”), the software update architecture
and the security mechanisms used to prevent attacks. They do not aim to standardize
the mechanisms for transmitting the update to the devices, since IoT device operators are
expected to already have certain infrastructure in place. Thus, SUIT aims to support all
application layer (e.g. Message Queuing Telemetry Transport (MQTT), Constrained Appli-
cation Protocol (CoAP)) and lower layer protocols (e.g. WiFi, IEEE 802.15.4) commonly
used by IoT devices. It must be noted that the majority of the SUIT documents [13, 14, 15]
are still in draft status and SUIT must thus be considered a work in progress.
The aim of this work is firstly to design and implement an extension of the SUIT implemen-
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taton that is part of RIOT1 [16], an Operating System (OS) for the IoT, which allows it
to use another application layer protocol for update transmission. Prior to this work, only
CoAP is supported. Secondly, the aim is to evaluate resource requirements, communication
overhead and duration of the software update transmission in an IoT testbed. In summary,
the contributions of this work are:

• Analysis and discussion of requirements for secure software update mechanisms in the
context of the IoT

• Survey of other proposed update solutions and comparison with SUIT
• Design and implementation of a new transport mechanism for SUIT using MQTT For

Sensor Networks (MQTT-SN)
• Evaluation of the implementation and comparison of different transport mechanisms

(MQTT-SN and CoAP) in an IoT testbed under realistic conditions
– Resource requirements (e.g. flash memory, RAM, energy consumption)
– Network protocol overhead
– Total duration of the firmware update
– Scalability (updating multiple devices at once)

Thesis Structure The rest of this work is structured as follows: Chapter 2 provides back-
ground information on the IoT networking stack, especially the application layer protocols
CoAP, MQTT, and MQTT-SN. Chapter 3 gives an overview over related works: It contains
a survey of performance comparisons of CoAP, MQTT, and MQTT-SN. It also contains
the discussion of the general requirements of a secure software update mechanism for IoT
devices, a survey on other proposed software update mechanisms in the literature, and fi-
nally a comparison of the different ways in which these solutions and SUIT aim to fulfil the
requirements. Chapter 4 describes the details of our implementation and also contains a
discussion of design choices that were made. Chapter 5 describes the design of our evalua-
tion and its results. Chapter 6 provides a summary and some pointers for future work on
the topic.

1https://riot-os.org/

https://riot-os.org/




CHAPTER 2

Background: Application Layer Protocols
for the Internet of Things

In this chapter, we provide background information on the application layer protocols used
in this work: CoAP, MQTT and MQTT-SN.
Below the application layer, we use a widely used network stack for the IoT that consists
of IEEE 802.15.4, Internet Protocol version 6 (IPv6) and User Datagram Protocol (UDP)
or Transmission Control Protocol (TCP) [17, 18]. Because IEEE 802.15.4 limits the frame
length to 127 B, but IPv6 requires a minimum Maximum Transmission Unit (MTU) of
1280 B, an adaptation layer is required in between.
This is provided by IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN),
which allows the transmission of IPv6 packets over IEEE 802.15.4 by fragmenting them [19].
It also provides compression for IPv6 and UDP headers to decrease overhead and prevent
fragmentation for small payloads [20]. See Figure 2.1 for a visual overview.

2.1 Constrained Application Protocol (CoAP)
CoAP is an application layer protocol for the IoT used to retrieve, update or delete re-
sources [21]. It was designed in the “request-response” style of the Hypertext Transfer
Protocol (HTTP), and uses similar request methods and response codes, e.g. “GET” and

(1) Host-to-Network Layer IEEE 802.15.4

IPv6(2) Network Layer

TCP, UDP(3) Transport Layer

CoAP, MQTT,...(4) Application Layer

6LoWPAN(1.5) Adaptation Layer

Figure 2.1: The IoT network stack used in this work.
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CoAP
Client

CoAP
Server

CON
GET /suit-manifest

ACK
2.05 <payload>

a) Using confirmable messages: When the client
sends a confirmable GET request for a resource
to the server, the server must acknowledge the re-
quest. Here, it sends the requested resource pay-
load in the same message as the acknowledgment.

CoAP
Client

CoAP
Server

GET /suit-manifest
Block1 Nr 0, More 0, Size 32

2.05 <payload>
Block2 Nr 0, More 1, Size 32

GET /suit-manifest
Block1 Nr 1, More 0, Size 32

2.05 <payload>
Block2 Nr 1, More 0, Size 32

b) Using block-wise transfer: The client requests a
resource block by block. The server responds with
the requested blocks using the requested block
size. The final block is sent with the more bit
unset.

Figure 2.2: Example CoAP requests and responses.

“404 (Not Found)”. Also similar to HTTP, resources are identified by Uniform Resource
Identifiers (URIs), which consist of the following parts:

coap[s]://<host>[:<port>]<path>[?<query>]

The special path prefix /.well-known/ can be used to retrieve site-wide metadata, e.g. a
list of all available resources. For an example CoAP request and response, see Figure 2.2a.
However, in contrast to HTTP, CoAP is more suitable for constrained devices. It does
not require connection establishment prior to the exchange of requests and responses. The
CoAP header can be as small as 4 B, while the HTTP header has a fixed length of 9 B [22,
p. 12]. Additionally, CoAP’s default transport layer protocol is UDP instead of TCP. This is
beneficial for multiple reasons. Firstly, UDP is more lightweight than TCP because it offers
fewer guarantees, e.g. messages are not acknowledged, retransmitted and may be delivered
out of order. Secondly, UDP headers can be compressed by the 6LoWPAN adaptation
layer (from 8 B to 2 B at maximum compression), while TCP headers (20 B) cannot [20,
pp. 17–20]. Finally, TCP’s congestion control mechanism is known to cause performance
issues for wireless and mobile devices [23].
Due to the unreliability of UDP, CoAP itself implements an optional reliability feature using
2 B long message IDs that are contained in every CoAP message. Using this ID, duplicated
messages can be discarded, and so-called “confirmable” messages can be acknowledged by
the receiver. A CoAP message is marked as confirmable in the 2 bit “Type” header field. If
a confirmable message is not acknowledged, it is periodically re-sent after timeout periods
which exponentially increase in length until it is acknowledged or a maximum number of
retransmissions is reached [21, pp. 21 f.].
CoAP messages should fit inside a single Internet Protocol (IP) packet to avoid fragmen-
tation. Therefore, a maximum payload size of 1024 B is recommended [21, p. 25]. To
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transmit larger amounts of data, block-wise transfer can be used [24]. In lossy networks,
CoAP block-wise transfer is more efficient than 6LoWPAN fragmentation: When at least
one of the 6LoWPAN fragments is still missing after a maximum wait time of 60 s, all other
fragments are flushed and must be retransmitted [19, p. 13], while CoAP blocks are individ-
ually acknowledged and retransmitted. The block sizes of the request and response payloads
are set separately using the “Block1” and “Block2” option, respectively. The block options
each consist of three fields: a block number (4 bit to 20 bit), a bit indicating whether more
blocks are following (“more bit”), and a block size (3 bit). Block sizes of [24, 25, . . . , 210] B
are supported. When the block option is used by a client when requesting a resource, the
server must respond using a block size no larger than the one requested. See Figure 2.2b
for an example CoAP exchange using block-wise transfer.
CoAP also supports so-called cross-protocol proxies, which translate requests and responses
between CoAP and another protocol. Because CoAP is quite similar to HTTP, translation
between CoAP and HTTP can be easily done. This allows IoT devices that communicate
over CoAP to access resources that are served by HTTP servers, and vice versa.

2.2 Message Queuing Telemetry Transport (MQTT)
The MQTT protocol [25] is based on the “publish/subscribe” paradigm, which means that
devices can subscribe to so-called “topics” to receive data that they are interested in, e.g.
living-room/temperature, as well as publish data on a topic. The subscriptions are
managed by a “broker”. When the broker receives published data, it checks which active
clients are subscribed to the topic and forwards it to them. See Figure 2.3 for an example
message exchange between a publisher, a subscriber and a broker. The size of the MQTT
header depends on the message type, e.g. Publish or Subscribe. The Publish header
has a minimum length of 3 B, plus the topic length.
MQTT extends the basic publish/subscribe paradigm with additional features, such as:

Quality of Service (QoS) Data can be published using three different QoS levels:

• Level 0 (“at most once”) does not use any kind of acknowledgements (besides TCP
acknowledgements between the client and the broker).

• Level 1 (“at least once”) additionally uses PubAck messages that are sent by the
receiver (may be either client or broker) upon receiving the message. Duplicates of
the message may still arrive after the PubAck has been sent. They must be treated
like new messages, because the message ID is free for reuse after the message has been
acknowledged.

• Level 2 (“exactly once”) uses a three-step process to ensure reliability and prevent
duplicates: The receiver sends a PubRec (“Publish Receive”) message upon receiving
the message, which lets the sender know to stop storing and retransmitting the mes-
sage. The sender confirms this with a PubRel (“Publish Release”) message, which
lets the receiver know it no longer needs to store the message ID to detect duplicates.
The receiver finally replies with a PubComp (“Publish Complete”).

If PubAck (QoS level 1) or PubRec (QoS level 2) are missing, the message is retransmitted
until it times out.
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MQTT	Client MQTT	Broker

SUBSCRIBE
living-room/temperature

SUBACK

MQTT	Client
(IoT	Device)

PUBLISH
living-room/temperature	24.2

PUBACK

PUBLISH
living-room/temperature	24.4

PUBACK

PUBLISH
living-room/temperature	24.4

PUBACK

Figure 2.3: Example MQTT publish and subscribe messages: Clients can both subscribe and pub-
lish to topics. The broker forwards all published messages on a topic to the currently
subscribed clients. The success of publish and subscribe actions is indicated using PUB-
ACK and SUBACK messages when using a QoS level > 0.

Wildcard Subscriptions Two different wildcard symbols may be used to subscribe to mul-
tiple topics at once:

• The wildcard symbol # may only be placed on the final level of the subscribed
topic, e.g. living-room/#. It matches the top-level topic and all subtopics, e.g.
living-room, living-room/temperature, living-room/light-status/lamp1 and
living-room/light-status/lamp2.

• The wildcard symbol + may be placed at any level of the subscribed topic, e.g.
house/+/temperature. It matches any single level, e.g. house/living-room/temper-
ature and house/dining-room/temperature.

Retained Messages When the Retain bit is set in a Publish message, the MQTT broker
must store the message and send it to future subscribers of the topic upon subscription. It
is useful when updates on a topic are irregular or infrequent because it ensures that any
subscriber receives an initial value directly after subscribing.
There can be at most one retained message for a topic at any given time. If another message
is published with the Retain bit set, it replaces the previous retained message.
If the QoS level of the retained message is set to 0, it may be discarded by the broker at
any time; if the QoS level is 1 or 2, the semantics of the level must be honored, i.e. the
retained message must be delivered at least once or exactly once to each future subscriber.

2.3 MQTT for Sensor Networks (MQTT-SN)
In the IoT context, one downside of the MQTT protocol is that it can only be operated
using TCP on the transport layer, while UDP is generally preferred for constrained, mobile
and wireless devices, as discussed in Section 2.1. Thus, a second standard called MQTT-
SN [26] was developed specifically for these use cases, which uses UDP instead of TCP. It
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MQTT Client
(IoT Device)

MQTT-SN
Gateway

MQTT Broker
MQTT

over TCP
MQTT-SN
over UDP

Figure 2.4: Architecture components used by MQTT-SN: In addition to an MQTT broker, MQTT-
SN requires a gateway that translates between its clients, which speak MQTT-SN over
UDP, and the broker, which speaks MQTT over TCP. The gateway may be integrated
with the broker or it may be a standalone component, as shown here.

supports all of the features described in Section 2.2 and the full set of message types defined
by the MQTT protocol, except for Auth messages, which are used for authentication using
challenge/response methods.
In architecture, MQTT-SN can be considered an extension of MQTT. Besides an MQTT
broker, it additionally requires an MQTT-SN gateway, which may be integrated with the
broker or standalone. The standalone case is shown in Figure 2.4.
Besides the UDP support, MQTT-SN offers the following advantages for constrained devices
and wireless networks:

Support for Topic IDs Instead of variable-length topic names, which can cause a large
overhead on top of published messages, MQTT-SN uses 2 B long “topic IDs”. Prior to use,
they must be registered either by the gateway or by the client. Alternatively, MQTT-SN
also supports pre-defined topic IDs which can be used without registration.
Topic IDs can also be used in version 5 of MQTT itself, where they are called “topic aliases”.
However, brokers are not required by the specification to keep using topic aliases when
forwarding messages that were published using a topic alias. This is because publishers
and subscribers are meant to be independent from one another, and thus a publisher’s
decision to use a topic alias cannot automatically carry over to subscribers. As a result,
topic aliases are simply translated and never used for outgoing Publish messages by some
broker implementations such as the widely used Mosquitto.1

Server/Gateway Discovery Gateways may periodically broadcast Advertise messages to
allow clients to keep an updated list of online gateways. Additionally, clients may broadcast
SearchGw messages to let others in the network know that they are looking for a gateway.
Gateways or other clients may respond to this using a GwInfo message, which includes
the address of an available gateway.

Keep-Alive for Sleeping Clients A client may let the gateway know that it is about to
enter a sleep state by setting the “Sleep Duration” field in the Disconnect message. For
that duration, the gateway will buffer packets on subscribed topics and deliver them when
the client next comes back online and sends a PingReq to the gateway. After sending all
buffered packets, the gateway answers the ping and the client may go back to sleep.

1https://github.com/eclipse/mosquitto
At the time of writing, the issue of using topic aliases for outgoing Publish messages in Mosquitto

is being discussed (see https://github.com/eclipse/mosquitto/issues/1757 and https://www.eclipse.
org/lists/mosquitto-dev/msg02505.html) and the feature is planned to be added in an upcoming version
(see https://github.com/eclipse/mosquitto/commit/de9780343b09d2d2d1c2bda6f2747c961e2fa2c1).

https://github.com/eclipse/mosquitto
https://github.com/eclipse/mosquitto/issues/1757
https://www.eclipse.org/lists/mosquitto-dev/msg02505.html
https://www.eclipse.org/lists/mosquitto-dev/msg02505.html
https://github.com/eclipse/mosquitto/commit/de9780343b09d2d2d1c2bda6f2747c961e2fa2c1
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A similar feature is also included in MQTT: If the “Clean Start” flag in the Connect
message is set to zero, a persistent session is started. After it ends, the broker will continue
buffering messages on the client’s subscribed topics and deliver them when the client next
connects. However, this is only mandatory for messages with QoS > 0, and the Connect
procedure is less lightweight than the PingReq procedure.

QoS Level -1 Clients may publish messages without any previous connection setup with a
gateway using the QoS level -1. This offers even less assurances than QoS level 0, because
it is unclear whether the gateway adress is correct or the gateway is still online. However,
this also saves the overhead of connection setup and teardown.

2.4 Comparison
In this section, we discuss advantages and disadvantages of CoAP, MQTT and MQTT-SN
based on the protocol specifications which we briefly described in the previous sections. For
an overview over performance comparisons of CoAP, MQTT and MQTT-SN implementa-
tions, see Section 3.1.
The publish/subscribe model used by MQTT and MQTT-SN has some advantages over
the request/response model used by CoAP. As mentioned, MQTT and MQTT-SN can
easily support sleeping devices by buffering packets at the broker. Additionally, the broker
simplifies one-to-many or many-to-many communication between larger numbers of IoT
devices, since they do not need to know each others network addresses to communicate,
only the broker’s network address. It must be noted that a publish/subscribe extension for
CoAP exists [27], but it is still in draft status and thus has not been widely implemented.
Currently, another advantage of MQTT over CoAP is that it has a larger user base [28,
pp. 38 f.]. There is no data on the number of users of MQTT-SN, but it can be assumed that
it is the least used out of all three protocols. This is reflected in a much lower number of
MQTT-SN implementations available, which also receive much lower contribution activity.
For a short overview of available MQTT-SN implementations, see Section 4.2.1.
In summary, MQTT and MQTT-SN are most suited for the exchange of small amounts
of current information such as sensor data in many-to-many fashion. MQTT-SN is more
suitable for wirelessly connected constrained devices than MQTT, but it has a much smaller
user base and lacks well-maintained software support. CoAP is most suited for the transfer
of data of any size from servers to clients. Especially the transfer of large amounts of data
is well-supported through the block-wise transfer option. It also provides interoperability
with other protocols used in the wider Internet using cross-protocol proxies, most notably
for HTTP.



CHAPTER 3

Related Work

In this chapter, we present and discuss related works. The first section presents an overview
over previous comparative evaluations of the two application layer protocols CoAP and
MQTT. The second section describes general requirements for secure firmware update so-
lutions. The third section presents an overview over works describing firmware update
mechanisms, including SUIT, and finally compares how they fulfill the requirements.

3.1 Comparative Evaluations of CoAP, MQTT and MQTT-SN
The performance of application layer protocols for the IoT has been evaluated and compared
by several authors using several different metrics. This section gives an overview.
A similar survey of evaluations of application layer protocols, which includes not only CoAP
and MQTT, but also Data Distribution Service (DDS), Advanced Message Queueing Pro-
tocol (AMQP) and Extensible Messaging and Presence Protocol (XMPP), was published
by Dizdarević et al. [29] Unfortunately, MQTT-SN is not included in their survey.
It must be noted that not all performance differences measured can be ascribed to the
protocols themselves. The specific implementation used obviously also has an impact on
the measured performance. For example, a comparison of different CoAP implementations
by Iglesias-Urkia et al. found significant differences in Round Trip Time (RTT), CPU and
memory usage between them, even when they were implemented in the same programming
language [30].

Transmission times

The message transmission time, delay or RTT is a well-studied metric that is included in
most evaluations. Several of them find that MQTT performs better than CoAP, especially
when packet losses and retransmissions occur:
Thantharate et al. measured the transmission duration of five consecutive messages in a
simulated IoT testbed. Their results show that the average transmission time of MQTT
messages with both QoS level 1 or 2 is at least three times as fast as that of CoAP con-
firmable messages. MQTT with QoS level 2 is slightly slower than QoS level 1 due to the
increased acknowledgement overhead. However, it is unclear what causes the measured
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time differences. By default, CoAP uses a stop-and-wait protocol which allows only one
outstanding request or unacknowledged message at a time, while MQTT runs over TCP,
which uses a sliding window protocol with larger window sizes. CoAP may have achieved
better transmission durations if it was also configured to use larger window sizes.
Similarly, Bideh et al. measured transmission times and found that MQTT is up to seven
times as fast as CoAP [31]. They state this is because TCP uses a more efficient retransmis-
sion algorithm which uses RTT measurements, while CoAP uses an arbitrary fixed value
range (between ACK_TIMEOUT and ACK_TIMEOUT · ACK_RANDOM_FACTOR) for its acknowledg-
ment wait timeout. Thus, TCP can trigger a first retransmission faster than CoAP when
the network RTT is low. The effect can be lessened by decreasing the ACK_TIMEOUT param-
eter. However, even when decreasing it to the minimum of 1 s, they find that CoAP still
performs worse than MQTT.
Collina et al. also found that MQTT performs with lower latencies when there is high
packet loss [32]. They also state that this is because of TCP’s faster retransmissions.
Like Bideh et al., they were able to improve the performance of CoAP by lowering the
parameters ACK_TIMEOUT and ACK_RANDOM_FACTOR. With these tuned parameters, CoAP
achieves a performance similar to MQTT. However, the lowered parameters cause risk
of unnecessary retransmissions, which may congest the network. RFC 7252 states that
additional congestion control mechanisms must be used if ACK_TIMEOUT is decreased from
its default value [21, p. 28].
Two evaluations consider the transmission of larger amounts of data. Bideh et al. measured
transmission durations for a large file (870 KiB), which is transmitted in 870 blocks when
using CoAP and in a single message when sent over MQTT [31]. In this case, MQTT is
twice as fast. Mun et al. performed time measurements of the transmission of 50 kB large
messages using different block sizes from 128 B to 1920 B and found that MQTT performs
better for large block sizes of more than 1024 B because there is less fragmentation [33].
When sent over CoAP, these blocks are fragmented twice due to its limited payload size.
These results show that fragmentation has a negative impact on transmission durations.
In some cases, CoAP performs similar to or even better than MQTT. In the evaluation by
Mun et al., CoAP performs better than MQTT when messages are smaller than 1024 B [33].
Collina et al. find that when there is low packet loss, MQTT and CoAP perform the
same [32]. Mijovic et al. also found that CoAP and MQTT with QoS level 0 achieve very
similar RTTs, but MQTT with QoS 1 is slowed down by the additional application layer
acknowledgements by a factor between 2 and 3 [34].
In their survey, Dizdarević et al. also found that the transport layer protocol is a major
factor for performance, and that TCP-based protocols often achieve worse latencies in
evaluations than the UDP-based ones [29]. Larmo et al. found in network simulations
that MQTT messages arrive with increased delays when the TCP session is terminated in
between messages due to TCP’s three-way handshake [35]. They also found that if the IoT
device’s radio is periodically turned off to conserve energy (“duty cycling”), a minimum
delay is added to each transmission originating at the device, especially if it is using TCP,
because it cannot receive downlink messages such as the TCP Syn Ack of a connection
establishment until it is awake again.
MQTT-SN is not included in many evaluations. Gündoğan et al. compared it against
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CoAP [36] using ARM Cortex M3 nodes in the FIT IoT testbed [37]. They found that with
a push/pull interval of 5 s, the push-based CoAP Put and MQTT-SN Publish do not differ
significantly in the time required for the transmission, whereas the pull-based CoAP Get is
slightly slower. With a shorter push/pull interval of 50 ns, the delays for confirmable CoAP
Put messages increase significantly due to application layer retransmissions. CoAP Get
and MQTT-SN Publish messages do not experience significantly decreased delays. In the
evaluation by Mun et al., MQTT-SN performs the worst overall; however, they note that
this may be due to the low level of maturity of the implementation used (Eclipse Paho) [33].

Energy consumption

Dizdarević et al. found that CoAP is more energy-efficient than MQTT in all surveyed
comparisons, though both are more efficient than non-IoT-specific protocols like HTTP.
Larmo et al. also found in their network simulations that MQTT causes more energy
consumption than CoAP due to the increased amount of radio transmission time caused by
TCP overhead such as the three-way-handshake [35].
Bideh et al. transmitted payloads of different sizes and found that CoAP consumes slightly
less energy for payloads of up to 1024 B since the overhead of connection setup is the
dominant factor for such small payloads [31]. They conclude that data should be aggregated
as much as possible to minimize energy consumption, since more frequent transmissions of
small payloads are costly, especially when the communication setup and teardown need to
be performed every time. For larger payloads, CoAP consumes significantly more energy
than MQTT, again due to the fragmentation.
In the comparison of CoAP, MQTT and MQTT-SN done by Mun et al. [33], the energy
usage measurements are highly similar to the total transmission times measured, which
means that as described before, CoAP performs the best, except for large messages of
more than 1024 B, where MQTT performs better due to less fragmentation, and MQTT-
SN performs the worst overall. Mun et al. also find that the energy usage of all three
protocols is heavily influenced by the network conditions (e.g. jitter and RTT): The worse
the network conditions are, the more energy they consume.

Traffic overhead

Obviously, the traffic overhead incurred by headers and control traffic increases with the
QoS level for MQTT. For CoAP, it increases when confirmable messages are used. In their
survey, Dizdarević et al. found that CoAP consumes less bandwidth than MQTT in all
surveyed comparisons. Our survey arrives at the same result. Unfortunately, MQTT-SN is
not included in any overhead evaluations.
Chen et al. found that MQTT sends approximately 76 B of header and control data for every
100 B of payload, while CoAP sends only approximately 36 B for every 100 B of payload
when using non-confirmable messages [38]. This increased overhead of MQTT is probably
due to the control messages that are necessary before actually transmitting any payload,
i.e. the Connect and ConnAck messages.
Mijovic et al. also found that CoAP has less protocol overhead than MQTT (both QoS 0
and 1), because the UDP header is smaller and there are no transport-layer acknowledg-
ments [34]. When transmitting 100 B of payload, the payload makes up more than 30 % of
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transmitted bytes when using CoAP, but less than 20 % of transmitted bytes when using
MQTT.

Packet loss rates

Chen et al. found that MQTT experiences no packet loss even in lossy network conditions at
the cost of increased latency for the received packets and increased control traffic overhead,
while CoAP experiences packet loss rates approximately equal to the network packet loss
rate [38]. This is not surprising, since lost MQTT messages will be retransmitted by TCP
even when QoS level 0 is used, while the UDP-based CoAP does not retransmit packets
by default. Unfortunately, they have not included CoAP’s confirmable messages in their
evaluation.
Gündoğan et al. also found in their measurements in the FIT IoT testbed that with a short
transmission interval of 50 ms, significant packet loss occurs for non-confirmable CoAP
messages, while confirmable CoAP and MQTT-SN PUBLISH messages did not experience
packet loss because missing packets could be successfully retransmitted.

Conclusion

In conclusion, MQTT’s largest downside when compared to CoAP appears to be the over-
head caused by TCP due to the required connection setup and teardown and its larger
header size. This overhead can lead to increased message transmission durations, en-
ergy consumption and traffic overhead, especially when the connection is re-established
frequently. However, TCP also offers some advantage against CoAP, namely through its
sliding window protocol compared to CoAP’s stop-and-wait and its faster retransmissions.
This gives MQTT an advantage especially in environments with high packet loss, where
retransmissions are frequent. However, CoAP’s approach is more suitable for constrained
devices, because it does not require to keep RTT measurements or to support multiple
simultaneously outstanding acknowledgments.
MQTT-SN is unfortunately not included in many evalutions. Gündoğan et al.’s results
suggest that it offers a performance similar to CoAP. However, further evaluation is needed.
As Mun et al. noted, the lacking maturity of implementations that are currently available
may also negatively impact MQTT-SN’s performance results.
Several evaluations note the negative performance impact of fragmentation. Here, CoAP
is disadvantaged because it has a much lower maximum payload size than MQTT (1024 B
vs. ∼256 MB) and therefore forces more fragmentation at the application layer. However,
CoAP’s maximum payload size is much more realistic for constrained devices and networks
and thus, in practice and for a fair comparison, MQTT should also be limited to a similar
payload size.

3.2 Requirements for Software Update Mechanisms
In this section, we survey requirements that apply to all secure software update mechanisms.
First, we must clarify terminology, particularly the difference between the terms “firmware
updates” and “software updates”. “Firmware update” refers to the complete replacement of
a device’s entire software, while “software update” refers more generally to the replacement
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of some part of a device’s software with a newer version. It is less specific to the IoT
or embedded context and also describes the update of a package on a Linux system, for
example. Currently, most constrained IoT devices use full firmware updates only, however,
it has been suggested that IoT software may become less monolithic in the future, so that
different parts of it will need to be updated independently [39].1 Smaller update sizes would
also reduce network traffic and therefore the update duration and energy consumption [41,
42]. Thus, we use the more general term “software update” throughout this work where it
is possible, as the SUIT standard drafts also do.
We now present a list of security requirements for software update mechanisms based on
a survey of several other works. Firstly, the general information security principles of
confidentiality, integrity, availability, and authenticity, which are named in the ISO 27000
standards series as the defining aspects “information security” [43, p. 4], apply to firmware
update mechanisms:

Confidentiality It must be possible to encrypt both the software image and the metadata
to ensure its confidentiality and prevent “read attacks”. Attackers may use unencrypted
images for reverse-engineering.

Integrity of the Image and Metadata The integrity of the software itself and its metadata
must be verified. The device must check the integrity of the firmware update, i.e. that the
update has not been tampered with along the way from the source to the IoT device.

Availability of the Updated Device An IoT device usually provides some service using its
sensors and actuators. A software update usually requires a device to reboot and thus
temporarily disrupts this service. It must be possible to schedule updates so that the
availability of the service is not disrupted at critical times. The update process should also
include fail-safes, e.g. for the case when a firmware update turns out to be invalid after it
is received or the reboot fails [44].

Authentication and Authorization of the Update Source The update source must be au-
thenticated and authorized. No unauthenticated or unauthorized source should be able to
initiate a firmware update of a device. This can be done using cryptographic signatures,
for example. Trust anchors or keys used by the device to perform the authentication may
expire or change so that it is necessary to update them [45, 46]. Ideally, the device manu-
facturer or vendor should not be the only authorized source [3], so that the devices do not
become obsolescent when they are no longer actively supported by the manufacturer or the
manufacturer shuts down [47], which is undesirable both from a customer’s and from an
ecological perspective.
Samuel et al. define a set of principles that make a software update system resilient against
attacks when a subset of signing keys has been compromised [48]. Firstly, there should
be separation of responsibilities over multiple keys so that the attacker’s power is limited
when a key is compromised. Secondly, signatures using multiple keys should be required.
Thirdly, it must be possible to revoke keys. Keys may also be automatically revoked after
a certain amount of time or number of uses to encourage frequent replacement. Finally,
keys used for very security-sensitive purposes should be stored on systems not connected

1For example, the embedded OS Tock (https://www.tockos.org) uses a non-monolothic approach. It
separates the core OS from (third-party) applications that are dynamically loadable at runtime [40].

https://www.tockos.org
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to the public Internet or not connected to a network at all. To prevent key compromises
in the first place, widely trusted cryptographic algorithms and large key sizes should be
used. They also identify the information that must be authenticated by a software update
mechanism: the content of the updates, the availability of the updates, and the repository
state (i.e. software versions available). They applied these principles in the design of The
Update Framework (TUF), which is described in Section 3.3.2.
Secondly, there are security requirements related to the specific potential weaknesses of
software update mechanisms. Some cases of such weaknesses were already described in
Chapter 1. Cappos et al. classify several types of attacks on software repositories [49]:
replay attacks (resending older versions), arbitrary package attacks (sending a different
software than requested), freeze attacks (freezing the version a client sees and preventing
updates)2, extraneous dependency attacks (inserting additional dependencies that must be
satisfied), and endless data attacks (sending endless amounts of data instead of the software
image). These attack types can be carried out when an attacker compromises a software
repository, i.e. is able to respond to client requests with arbitrary data, but they do not
require a signing key to be compromised. Cappos et al. suggest that extraneous dependency
attacks can be mitigated by signing update metadata which contains the dependency list,
and replay attacks can be mitigated by including a timestamp in the software metadata
that must not be older than the timestamp of the currently installed software. Endless data
attacks can be mitigated by placing a cap on the maximum amount of data downloaded.
To detect freeze attacks, they recommend to use signed root metadata files that contain
hashes of all package metadata files served by the repository. The files are small, so they
can have short expiry times and be updated and resigned frequently [49].
Karthik et al. describe further types of attacks [51]: read attacks (reading contents of
firmware updates, e.g. to reverse-engineer), slow retrieval attack (slowing down transmission
of firmware updates to exploit vulnerabilities in the meantime), and drop-request attacks
(blocking network traffic of firmware updates).
In addition to replay attacks, an attacker may also send an outdated software version that
is newer than the currently installed version, but still not the latest available one [15, p. 18].
Langiu et al. call this the “update freshness” property [52], which must be ensured.
Finally, there are also some usability requirements that should be met by a software update
solution:

Suitability for Constrained IoT Devices An attempt at a definition of the term “con-
strained device” has been made in RFC 2778 [12]. According to this RFC, devices can
be “constrained” in the sense of limited amount of flash memory, RAM, processing power,
available (battery) power or accessibility once deployed. Additionally, the networks to which
they are connected may themselves be constrained in some way, e.g. by low throughput or
high packet loss rates.
The software update mechanism must adhere to these constraints. It cannot require mem-
ory or processing power exceeding the capabilities of constrained devices. It should have
minimal energy consumption, which means that the network traffic and the total processing
and transmission time spent on the update should be minimized [53, 42].

2This type of attack was also previously described by Bellissimo et al. [50]
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Additionally, IoT devices are sometimes installed in inaccessible locations. Therefore, soft-
ware updates must be possible over wireless connections [53, 42]. Devices may also not be
constantly connected to a network if they are mobile. In these cases, pull-based approaches
are preferable over push-based approaches [50].

Minimal User Interaction Software updates are expected to work automatically, i.e. with
minimal or even no user involvement or attendance [13, 39, 9, 44]. Some types of IoT devices
may not be able to ask for confirmation because they lack an appropriate user interface [50].
However, there are several reports of IoT devices losing certain functionalities or even being
bricked after installing software updates [54, 55, 56]. Also, software updates may include
“breaking” changes. A software update that changes the behaviour and output of an IoT
device, e.g. the format of the sensor data it reports, may break systems that rely on this
output down the line [45, p. 18]. Therefore, it must be possible to turn off automatic
updates.

Targeting Subsets of Devices It should be possible to limit the installation of a firmware
update to a certain subset of devices [42, 44]. Most obviously, a firmware should only
be installed on the devices with the matching type of hardware. Additionally, updates
may be targeted using other device attributes, such as location or group (e.g. test or
production devices). Some use cases may additionally require that the update mechanism
ensures atomicity, i.e. that either none or all of the targeted nodes successfully install an
update [41, 42].

Monitoring It should be possible to monitor the state of the IoT devices, including at
least their currently installed firmware version and whether an update was successful or
not [44, 45].

Partial or Differential Updates As discussed before, an IoT device’s software may be mod-
ular. In that case, the software update mechanism needs to support partial updates, which
may be installed e.g. using dynamic linking. Also, differential updates may be desirable to
minimize the network traffic [41, 45].

3.3 Software Update Mechanisms
In this section, we describe the design of several existing software update mechanisms,
starting with SUIT. We focus primarily on update mechanisms designed for constrained
devices. We specifically examine if and how they meet the requirements described in the
previous section.

3.3.1 Software Updates for Internet of Things (SUIT)

The SUIT working group at the IETF aims to standardize a secure software update mech-
anism for constrained devices with as little as ∼10 KiB RAM and ∼100 KiB flash memory
(Class 1 according to RFC 7228 [12]). This would lower development costs for IoT device
vendors, who would no longer need to design and implement their own update mechanism,
and ensure a certain level of quality. The SUIT documents specify a format for update man-
ifests, the update architecture and the update process including the security mechanisms
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Figure 3.1: The components of SUIT’s architecture: Besides the IoT device itself, a firmware and a
status tracker server are required. The firmware server serves the software and manifests,
while the status tracker server triggers and monitors updates.

used. Transport mechanisms, status tracker functionality and discovery mechanisms for sta-
tus trackers and software repository servers are explicitly not standardized, because they
may be implemented in various ways using already existing protocols, e.g. the Lightweight
Machine-to-Machine (LwM2M) protocol for IoT device management. SUIT is not limited to
full firmware updates. It supports the updating of arbitrary data, including partial software
updates, configuration data, or cryptographic keys [13, p. 3].
Although SUIT is still a work in progress, there is significant interest in its early support,
e.g. from the many researchers using RIOT [57], the open-source IoT operating system used
in this work. An implementation of SUIT was added to the RIOT code base in October
20193. SUIT was chosen for integration over other software update mechanisms because
RIOT focuses on providing support for open, standard-based protocols and specifications.

Update architecture

The SUIT architecture consists of three components [13, pp. 7 f.]. It is shown in Figure 3.1.
Firstly, there is the IoT device itself. It has one or more microcontrollers with associated
bootloaders whose software may be updated. The device’s software must implement update
functionality which allows it to interact with the tracker and firmware servers, parse and
verify the firmware manifest and store the downloaded firmware image. Secondly, there
is the firmware server, which stores and distributes the firmware manifests and images.
Finally, there is the status tracker server. It notifies devices of new firmware versions and
receives status information from the devices (e.g. current firmware version, available flash
memory). It can trigger a firmware update in a device. The firmware and the status tracker
servers may be co-located on the same machine.

3https://github.com/RIOT-OS/RIOT/pull/11818

https://github.com/RIOT-OS/RIOT/pull/11818
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Update manifest format

SUIT manifests contain metadata about an update. Their structure is defined in the stan-
dard draft describing the manifest4 [14], while the manifest fields are defined in the in-
formation model [15]. In total, the draft defines 24 manifest fields, seven of which are
mandatory to include, such as a sequence number and a storage location. See Table 3.1 for
an example manifest which was generated using the manifest generator tool that is included
in RIOT.5 The SUIT manifest also contains command sequences which describe how the
receiver should process the manifest. Commands are either conditions that must be true
or directives that must be executed. They are available for all processing steps usually re-
quired by an update process, i.e. signature and digest verification, parameter comparisons,
fetching, copying and transformation of data, and code execution.
The manifests are encoded using Concise Binary Object Representation (CBOR), a binary
data format specifically designed to generate small messages and require only little code to
parse and generate [59], and are authenticated using CBOR Object Signing and Encryption
(COSE) [60]. They are distributed in a container called the “SUIT Envelope” alongside an
authentication wrapper containing one or more COSE signatures or Message Authentication
Codes (MACs). When using the RIOT SUIT tool6 to generate the signed version of a
manifest, a single COSE signature of the hash of the manifest is added to the authentication
wrapper.

Update process

The SUIT update process consists of the following steps [13, pp. 9–11]:

Table 3.1: An example SUIT manifest.

Field name Description Example
Manifest Version ID Version of the manifest format used. 1
Manifest Sequence
Number

Monotonically increasing sequence number,
e.g. UTC timestamp.

1603813981

Vendor ID Unique device vendor ID. riot-os.org
Class ID Class of devices that can accept the update. nrf52dk
Image Size Size of the update image in bytes. 85488
Offset Storage offset in bytes. 8196
Image Digest Hash digest of the update image. f5ff..., SHA256
URI Location from which the update image can

be fetched.
coap://[2001:db8::1]/
fw/nrf52dk/update-
slot1.riot.bin

4At the time of writing, version 12 of the draft is the most current one, however the RIOT implementation
of SUIT is still based on version 9 [58]. The changes to the manifest structure between the two versions are
only minor, so that the description here applies equally to both.

5https://github.com/RIOT-OS/RIOT/tree/master/dist/tools/suit/suit-manifest-generator
6https://github.com/RIOT-OS/RIOT/tree/master/dist/tools/suit/suit-manifest-generator/

suit_tool

https://github.com/RIOT-OS/RIOT/tree/master/dist/tools/suit/suit-manifest-generator
https://github.com/RIOT-OS/RIOT/tree/master/dist/tools/suit/suit-manifest-generator/suit_tool
https://github.com/RIOT-OS/RIOT/tree/master/dist/tools/suit/suit-manifest-generator/suit_tool
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Figure 3.2: Sequence diagram of a software update using SUIT with a push notification and CoAP
as the transport mechanism: The status tracker server pushes an update notification to
the device using a Put request. The device then downloads manifest and image using
block-wise Get requests.

1. A new software update is uploaded to the firmware server by an authenticated and
authorized source. The status tracker server is made aware of this.

2. The IoT device is notified of the newly available firmware image using a push-based
approach, where the status tracker server pushes a notification to the device, or a
pull-based approach, where the device periodically polls the status tracker server for
available firmware images.
The update manifest and image are transported from the firmware server to the
device via an unspecified transport mechanism. Multicast or broadcast protocols may
be used to efficiently distribute them to multiple devices at once.
The device validates the firmware manifest’s signature to authenticate the update’s
source. The manifest and the image can either be transported separately, or the image
can be embedded into the manifest. As described above, the manifest contains the
software’s URI and an associated fetch command. If they are transported separately,
the device can validate the manifest before starting the download of the image, and
abort the update process if the manifest fails any check. The image is stored at the
storage location specified in the manifest, e.g. at a certain flash memory offset.

3. Once the firmware image is downloaded, the installation may be initiated in one of
the following ways:

• The client immediately proceeds with the installation.
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• The client delays the update until a certain condition is met (e.g. a certain time
of day, battery level or until the device operator accepts [14, pp. 56–60]).

• The client waits for a trigger by the status tracker server.

The bootloader then boots from the new firmware image.
4. While the firmware update process is ongoing, the status tracker server tracks its

progress, e.g. whether the update is in progress, successfully completed, or failed
(and why).

See Figure 3.2 for the sequence of messages that are sent when CoAP is used as the transport
mechanism. It shows how the current implementation of SUIT in RIOT works. As can be
seen, a CoAP Post request is used by the status tracker server to inform the IoT device
of the newly available update. The URI of the firmware manifest is transmitted within the
payload of this request. The IoT device then pulls the manifest and the update itself from
the firmware server using block-wise Get requests.

3.3.2 Others

In this section, we provide an overview over other proposed software update mechanisms,
focusing primarily on mechanisms designed for constrained devices. Finally, we compare
them to SUIT.

The Update Framework, Uptane and ASSURED

TUF is a framework for software update retrieval. It authenticates updates using crypo-
graphic signatures and was designed to be able to survive the compromise of some of its
signing keys using the four principles already described in Section 3.2. It was first described
by Samuel et al [48], and is now a part of the Linux Foundation’s Cloud Native Comput-
ing Foundation and in productive use at several companies.7 The protocol specification
is openly available [61]. TUF uses four different metadata files: root.txt (keys of root
role and roles delegated by root), release.txt (latest versions, hashes and lengths of all
metadata files except timestamp.txt), timestamp.txt (version, hash and length of latest
release.txt), and targets.txt (available update files including hash digests, file size and
optionally, custom information such as version or dependencies). Each metadata file has
at least one associated role with a signing key that is only responsible for signing that file.
Multiple signatures may be required. There can also be multiple hierarchical targets.txt
files and keys, e.g. for update files provided from different sources. All metadata files also
have an expiration time.
When downloading an update, the first step of TUF is to get the latest release.txt as
specified by timestamp.txt and to check its length and hash. If release.txt indicates
that a new root.txt is available, TUF starts over. If release.txt indicates that a new
targets.txt is available, TUF updates its list of available files using the new version.
When TUF is instructed by an upper software update layer to fetch one of the available
files, it does so and checks its hash and length against the ones given by the targets.txt
before returning the file.

7https://theupdateframework.io

https://theupdateframework.io
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Thus, the targets, release and timestamp roles share responsibility over the available update
files so that all three must be compromised to allow an attacker to get a client to install
malicious software. Freeze attacks are possible once the timestamp key is compromised
because it allows an attacker to continually resign a frozen version of timestamp.txt. This
prevents the release of a new release.txt and thus also of a new targets.txt or root.txt.
However, the duration of the freeze attack is limited by the earliest expiration date of the
other metadata files. Once the attack is noticed, the timestamp key can be replaced. Only
a compromise of the root key(s) would be completely fatal to the system’s security, because
the attacker can sign a new root.txt containing his own keys for the other roles.
TUF was not designed for constrained devices, and it is not well-suited for them. It re-
quires the updated device to choose which updates to install, to resolve dependencies and to
validate multiple cryptographic signatures. Thus, update mechanisms based on TUF have
been proposed that outsource these tasks to other components, e.g. ASSURED [62] and
Uptane [51]. ASSURED extends TUF with a “controller” component which communicates
with the repository on behalf of the constrained device, and takes on the tasks listed above
and then transmits the update to the constrained device over a secure channel. The device
only needs to confirm the authenticity of the controller and the constraints given in the up-
date metadata, e.g. device class. Similarly, Uptane, which was created especially to update
electronic control units (ECUs) in automobiles, adds a “director” role that is responsible
for creating and signing a list of softwares to be installed specifically when an automobile
requests updates. Due to the heterogeneous levels of constrainedness of the ECUs, one of
them is chosen to be the primary who communicates directly with the director and per-
forms the checks, and then distributes the software to all secondaries. Uptane’s design also
includes several other changes, such as an external time server which ECUs periodically
contact with a nonce. The time server returns the signed current time and nonce. This is
necessary because TUF requires the updated system to have an accurate clock to make use
of the expiration timestamps. Uptane also uses an A/B slot system to ensure that there is
always a bootable image available.

UpKit

With UpKit, Langiu et al. propose a software update mechanism that is supposed to be
lightweight, efficient, open-source, and not dependent on any specific network protocol,
hardware platform or OS [52]. Their goals therefore align quite closely with those of SUIT.
Langiu et al. provide implementations for three different OSs (RIOT, Contiki-NG, and
Zephyr) and multiple hardware platforms.8

UpKit’s infrastructure consists of a vendor server, update server, and update client in the
IoT device. The vendor server pushes new firmware images and signed metadata (the so-
called “manifest”) to the update server. The manifest contains the firmware version, size,
hash, offset, and application and hardware platform ID. The update server announces the
new version’s availability. The update client can then send a request for it, including its
device ID and a nonce. The update server appends the nonce to the update metadata, signs
it and sends it to the update client. Using the nonce (if it is sufficiently random [63]), the
freshness of the information is guaranteed. Unlike SUIT, they prefer nonces over timestamps
because secure time sources are usually not available to IoT devices, and expiry timestamps

8https://github.com/updatekit/upkit

https://github.com/updatekit/upkit
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may be set too far in the future. Once the update client receives this information, it verifies
both signatures and the metadata, such as the firmware version. If all checks are successful,
the image is downloaded and its hash is compared. Finally, the image can be booted. UpKit
supports the usage of flexible memory slots for update installation, e.g. A/B slots.

FiGaRo

Mottola et al. specify a software reconfiguration process for wireless sensor networks called
FiGaRo (FIne Grained SoftwAre RecOnfiguration) [42]. It is implemented on top of the
Contiki OS. In FiGaRo, the node software is structured into components that have interfaces
(i.e. services they provide), dependencies on other components, and a version. Interfaces
are represented as structs containing function pointers which always point to the imple-
mentation that is currently used. A management layer at the node keeps a representation
of the current software configuration’s dependency tree. When a new component arrives
at the node, it checks whether all dependencies are satisfied. If they are, the component
is installed and run if there is either no other component already implementing the same
interface or the component that is currently installed has an older version. Components are
replaced using dynamic linking. The component updates are limited to a subset of nodes
using node attributes: First, each node’s attributes must be declared (e.g. its hardware).
They are piggybacked onto each outgoing message, overheard by all nodes in range, and
used to build a mesh routing table that contains node attributes. Then, the target of the
component update can be declared as a boolean function of the attributes (e.g. Board ==
NUCLEO-F767ZI && Battery >= 75).

Others

Frisch et al. present a software update mechanism for ESP8266-based IoT devices [44].
They use an infrastructure consisting of a firmware repository, a home automation con-
troller and several IoT devices, which communicate over WiFi and MQTT. The repository
serves firmware images and metadata files containing version numbers and cryptographic
signatures of the images over HTTP. There is one metadata file per device type containing
the metadata of the most current available firmware version. The devices use a two-slot
system for storing firmware images. They publish state information like currently used
firmware version and slot over MQTT after start-up. Periodically, they poll the repository
for the newest version of the relevant metadata file. A poll can also be triggered by publish-
ing a message on a certain MQTT topic. If a different version than the currently running
one is returned, the download is started using an HTTP Get request.
While many firmware update mechanisms are available, none is yet well-established in the
IoT. Schmidt et al. believe this is due to their overly complicated nature [64]. They
therefore propose a new “minimal” mechanism. Their system consists of only a firmware
server and the IoT devices. The firmware images sent by the server are encrypted using a
pre-shared symmetric key and signed using the server’s private key. They are accompanied
by metadata (version, file size and IDs of keys to be used) which is also signed. The
metadata is transmitted and validated first. As with SUIT, the transport mechanism used
by the server is not specified. They implement a bootloader that is responsible for checking
the validity of the signatures and the firmware version. Their system also uses a two-slot
setup of the device’s flash memory.
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3.3.3 Comparison

In this section, we examine if and how SUIT and the other reviewed update mechanisms
fulfil the requirements described in Section 3.2.

Confidentiality Schmidt et al. use symmetric keys to encrypt the transmitted firmware
images, and include an encryption key ID in the update metadata. SUIT supports the op-
tional encryption of the software image, also using symmetric keys. For encrypted software,
the manifest includes an “encryption wrapper” that specifies which key should be used to
decrypt the image and a list of processing steps necessary to decrypt the image [15, pp. 11 f.,
15].
In any case, traffic may be encrypted using appropriate transport layer security protocols,
such as Datagram Transport Layer Security (DTLS) for UDP.

Integrity of the Image and Metadata The mechanisms described by Frisch et al. and
Schmidt et al. use signed images. As described above, TUF and its derivatives Uptane
and ASSURED use signed hashes of the software images in their metadata files. Similarly,
UpKit and SUIT include the hash of the image in the signed manifest.
When the IoT device receives the update metadata, it first validates the signature using the
public key of an authorized entity (which must be already known to the device). During this
validation, changes to the manifest by unauthorized entities can be detected. If the check
is successful, the device compares the image digest contained in the metadata to the digest
of the received image. In the case of SUIT, this check is part of the command sequence
included in the manifest. During this check, changes to the image can be detected.
In any case, the integrity of the image and metadata can also be protected against man-in-
the-middle attacks by transmitting it over a secured channel, as described above.

Availability of the Updated Device Uptane, UpKit and SUIT as well as the mechanisms
described by Frisch et al. and Schmidt et al. support A/B updates using two memory slots,
so that there is a firmware to fall back to if the reboot into the new version fails.
As described above, SUIT allows the scheduling of updates using commands that instruct
the device to wait until a certain condition is met (e.g. a certain time of day or battery
level). The mechanism described by Frisch et al. allows only rudimentary scheduling using
update triggers published over MQTT.
An automatic rollback when the device cannot reestablish connection to the status tracker
server after an update is not part of any of the surveyed mechanisms, but it could be added
to the application logic.

Authentication and Authorization of the Update Source The authenticity of the update
metadata is generally established through one or more signatures, which must be validated
by the device. All mechanisms except FiGaRo and the one described by Frisch et al. use
signed metadata. The mechanisms described by Frisch et al. and Schmidt et al. sign the
update image directly.
In UpKit and SUIT, the authenticity of the update image is linked to the manifest’s through
the included hash digest. Furthermore, SUIT supports the usage of access control lists,
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which must be implemented in application code, to grant different rights to different ac-
tors [15, p. 29].

Resilience Against Software Update-Specific Attacks See Table 3.2 for an overview of how
SUIT defends itself against the different types of attacks introduced in Section 3.2.
Replay attacks using an outdated version are generally detected using the version number
included in the update metadata. The mechanism described by Frisch et al. installs any
version that differs from the currently installed one, even if it is older because they trust that
an attacker will not gain access to their update release system. Uptane, UpKit, FiGaRo
and SUIT as well as the mechanism described by Schmidt et al. require the version number
to be newer than the currently installed version to mitigate replay attacks. Rollbacks are
also possible, but they require the rerelease of an older version using a new version number.
For this reason, SUIT calls it a “monotonic sequence number”, not a version number, and
suggests the usage of UNIX timestamps. TUF and its derivatives can also prevent the

Table 3.2: Mitigation strategies used by SUIT to defend against different types of attacks on the
software update process.

Attack type Scenario SUIT’s defense
Replay attack Attacker sends a version older than the

currently installed one.
Monotonic sequence
number in the man-
ifest (signed)

Attacker replays an update meant for an-
other device.

Vendor, device and
device class ID con-
ditions in the mani-
fest (signed)

Arbitrary package
attack

Attacker sends an arbitrary image instead
of the requested one.

Image hash in the
manifest (signed)

Update freshness at-
tack

Attacker sends a version older than the
most recent one available (may be newer
than the currently installed one).

Expiration times-
tamp in the manifest
(signed)

Freeze attack Attacker serves outdated information and
withholds updates without the device be-
ing aware.

Expiration times-
tamp in the manifest
(signed)

Extraneous depen-
dency attack

Attacker inserts additional dependencies
to make the device download unwanted
(malicious) data.

Dependency list in
the manifest (signed)

Endless data attack Attacker sends endless data instead of the
requested manifest or image.

Image size in the
manifest (signed)

Read attack Attacker reads update traffic and may
use the captured image for reverse-
engineering.

Optional encryption
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installation of an outdated version by removing it from the targets.txt.
Uptane, ASSURED, UpKit, FiGaRo and SUIT also include targeting information such as
device class ID or serial number in the update metadata to mitigate replay attacks using
updates meant for another device.
In special cases, an attacker may replay an update that is newer than the currently installed
version, but older than the most recent one available. FiGaRo as well as the mechanisms
described by Frisch et al. and Schmidt et al. will install this update. UpKit and SUIT
are able to mitigate this attack using two different mechanisms, as described before. UpKit
uses nonces that are generated by the device for a specific update request, while SUIT
uses expiration timestamps in the manifest. Nonces have the downside of being difficult
to generate with a sufficient level of randomness [63], while expiration timestamps require
that a secure time source is available. Uptane includes a proposal for a secure time server
suitable for embedded devices, however, it also uses nonces.
SUIT’s optional expiration timestamp also allows a device to detect freeze attacks if all
manifests that are still valid are republished with a new timestamp whenever they expire and
the attacker has not compromised the signing key, similar to how TUF and its derivatives
detect freeze attacks by the expiration of the metadata files.
Extraneous dependency attacks only affect the mechanisms which support dependencies,
which are TUF, Uptane, ASSURED and SUIT. All of them mitigate against them by
signing the dependency lists, which are included in the targets.txt and update manifest,
respectively.
TUF, Uptane, ASSURED and SUIT and the mechanism described by Schmidt et al. can
mitigate endless data attacks concerning the software image using the update file size which
is included in the signed metadata. To mitigate endless data attacks on the metadata, a
cap could be placed on the maximum metadata size that the device wants to receive, as
suggested by Cappos et al. [49]. If the cap is exceeded, the device would abort the download.

Suitability for Constrained IoT Devices As described before, TUF is the only one of the
surveyed mechanisms that is not especially suitable for constrained devices. All others are
suitable in principle, but for all except SUIT, no comprehensive evaluation of the resource
usage of the update process is available.
SUIT’s implementation in RIOT has been evaluated by Zandberg et al. using three different
off-the-shelf IoT devices with Arm Cortex M microcontrollers (M0+, M3, and M4), between
32 kB and 256 kB of RAM, and between 256 kB and 1 MB of flash memory [46]. They
compare the memory usage (of RAM and flash memory) of a baseline configuration of a
CoAP server without firmware update support to two different configurations with firmware
update support using SUIT. The first configuration uses SUIT over the IoT network stack
consisting of CoAP, UDP, IPv6/6LoWPAN and IEEE 802.15.4. The second configuration
additionally uses the device management protocol LwM2M v1.0 on top of CoAP, which
can be used e.g. to provision time information to devices. In total, the SUIT configuration
requires approximately 121 kB of flash memory and 20 kB of RAM. The comparison shows
this represents an overhead of approximately 16 kB of flash memory and 5 kB of RAM
compared to the baseline configuration. However, the increase of memory requirements
may not be as large for all use cases, because some of the components used by SUIT such
as CBOR and COSE may already be part of some IoT applications. Additionally, if the
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two-slot setup is used, flash memory is required for that also.
Furthermore, Zandberg et al. measure and analyse the total time spent on a full firmware
update. They state that a majority of the total time is spent on network transfer (60 %) and
signature verification (38 %), while all other tasks, e.g. parsing of the manifest, take only a
negligible amount of time. Considering that approximately half of the firmware image’s size
is due to the cryptographic libraries that must be included for signature verification, they
conclude that 68 % of the total update duration are caused by the signature verification.
The choice of the cryptographic library used is therefore very important for the resulting
firmware update speed.

Minimal User Interaction In all surveyed mechanisms, updates can proceed fully without
user interaction. SUIT additionally supports optional user confirmation before a device
proceeds with the installation of an update by including a user authorization condition in
the manifest [14, p. 60].

Targeting Subsets of Devices In Uptane, the custom metadata fields can be used to limit
updates to certain devices. When a vehicle polls the director for available updates, it
includes its vehicle ID, which can be used to look up which ECUs are installed in the device.
The director is then responsible for forwarding the compatible updates. In ASSURED, the
process is very similar. The controller communicates with the software repository and
performs the TUF validation steps on the received update files as well as checks local
targeting rules. If all checks are valid, the update is forwarded to the appropriate devices.
As described before, FiGaRo supports very flexible targeting using fully custom node at-
tributes, e.g. device class.
SUIT also allows the specification of custom conditions [14, p. 60]. Updates can be limited
to subsets of devices by including conditions in the manifest, e.g. that the vendor ID, device
class ID or device ID of the device that receives the manifest must match a given ID [14,
p. 58]. Similarly, UpKit supports targeting using the application ID and hardware platform
ID fields in the update manifest.

Monitoring In the mechanism described by Frisch et al., devices publish their state infor-
mation such as the currently installed version on a well-known MQTT topic after a reboot.
Monitoring is a central part of SUIT in the form of the status tracker server. However,
SUIT does not define specifically how and what should be monitored. This decision is left
to the implementer. Existing protocols such as LwM2M may be used.
Similarly, in ASSURED, the controller receives a status update from the device once the
update is complete.

Partial or Differential Updates Partial updates are a central feature of FiGaRo, as de-
scribed before. Software is divided into components, which can be updated separately
using dynamic linking.
SUIT supports both partial and differential updates. For differential updates, a list of
required image versions must be included in the manifest to ensure that the correct base
version is present before downloading the differential update. The hash digest of the base
image must also be included in the manifest of the differential update and it must be checked
using a condition before installation [15, p. 10].
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Conclusion

When comparing how the surveyed update mechanisms fulfil the requirements listed in
Section 3.2, some common features can be identified. All of them include metadata such as
the version, file size and dependency lists with the update image. All except FiGaRo, which
focuses on enabling partial updates rather than security, use cryptographic signatures to
authenticate and check the integrity of update images and metadata. All except FiGaRo
and TUF, which is not designed for constrained devices, support a two-slot system for
storing firmware update images to memory while retaining the previously installed version
as a fallback.
The design of TUF, which requires the usage of at least four different signing keys, differs
the most from SUIT. TUF is similarly comprehensive and includes mitigation strategies for
a variety of attacks, but it is not suitable for constrained devices. Of TUF’s derivatives,
Uptane is highly tailored to the automotive use case, while ASSURED is applicable to
the general IoT use case. The main difference between ASSURED and SUIT is that in
ASSURED, the controller component interfaces with the software repository on behalf of
the IoT device, while in SUIT, the device itself interfaces with the firmware server. In
ASSURED, the controller makes the decision which updates to install when. When the
controller pushes an update to the device, it is already considered to be approved and the
device is expected to install it immediately after performing basic integrity and authenticity
checks. In SUIT, the conditions under which an update should be fetched and installed are
specified in the manifest and the device itself evaluates them to determine how it should
proceed.
The design of UpKit is most similar to SUIT. However, SUIT defines a more general and
flexible metadata format than UpKit with optional support for dependencies, partial up-
dates and update encryption, for example. Additionally, SUIT requires the validation of
only a single signature, while UpKit always requires the validation of two signatures. This
is a significant difference because the transmission and validation of signatures is expensive,
as the evaluation by Zandberg et al. showed.
Overall, SUIT is a comprehensive framework for software updates for constrained devices.
When compared to other update mechanisms, it does not lack any features. The manifest
format, especially the command sequences that specify all steps of the fetching, validation
and installation process as well as the conditions for installation, makes SUIT flexible, so
that it can be used in various different use cases.



CHAPTER 4

Thesis Contribution: A New Transport
Mechanism for SUIT Using MQTT-SN

In this chapter, we present the main contribution of this thesis, which is the design and
implementation of MQTT-SN as a new transport mechanism for SUIT in RIOT.

4.1 Design
In this section, we discuss the considerations and decisions made during the design phase.

4.1.1 Choice of Application Layer Protocol

Firstly, we must decide which application layer protocol to chose for our new transport
mechanism. We consider MQTT and MQTT-SN as options. As discussed in Section 2.4,
both of them offer advantages: MQTT-SN is more suitable for wirelessly connected con-
strained devices and is therefore first choice for our IoT use case. Its major limiting factor
is that it is currently not as widely used and well-supported as MQTT. For Linux systems,
there are only very few MQTT-SN server implementations available, none of which are
widely used and most are not actively maintained. However, on RIOT, there are actu-
ally two suitable MQTT-SN client implementations available. This may be due to RIOT’s
popularity with researchers, who are interested in MQTT-SN due to its advantages over
MQTT, even if it is not widely used in practice. Thus, we choose to implement MQTT-SN
as a new transport mechanism for SUIT.

4.1.2 Design of the Transport Mechanism

When designing the new transport mechanism using MQTT-SN, we must consider SUIT’s
distinct requirements. They differ from the most common use case for MQTT-SN, i.e. the
transfer of sensor data, in three ways:
Firstly, the size of the data units that must be transferred during a firmware update (i.e.
the manifest and the image) is much larger than the size of a sensor data unit (e.g. a
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temperature reading). Unlike a sensor data unit, the firmware update data cannot be
transferred in a single Publish message. The message’s size would exceed the size of the
receive buffer in the IoT device’s RAM. Therefore, the update data must be transferred in
blocks; however, there is no feature like CoAP’s block-wise transfer built into MQTT or
MQTT-SN. Therefore, it must somehow be implemented by the application itself.
Secondly, the duration for which an update manifest and image are valid is much longer
than the timespan during which a sensor data unit is valid. While sensor data readings
may become outdated and be replaced by an updated reading quite frequently, e.g. multiple
times per hour, the update manifest and image may be replaced by a newer version much
less frequently. Still, the update manifest and image should only need to be published to
the broker once when they first become available. Afterwards, the broker should keep them
in storage and behave similarly to a file server.
Thirdly, the update manifest and image remain valid even if a newer version is available,
whereas an older sensor reading is generally made obsolete by a newer reading. The broker
will no longer serve the older sensor reading to publishers. To support software downgrades,
the broker should however still serve older update images.
To fulfil these requirements, we use the Retain flag when publishing the update data (see
Section 2.2). This causes the MQTT broker to store it and send it to all future subscribers
immediately upon subscription. This way, IoT devices can request a download of the
manifest and image by subscribing to the corresponding topics (see Figure 4.1). Since there
can only be one retained message on a topic at a time, we must publish each version and
each block on a separate topic. To separate images compiled for different device classes, we
may also include the device class ID in the topic name, e.g. suit/images/v2.0/f767zi/0.
To ensure a long-term storage, we additionally set the QoS level to 1, since a retained
message with QoS level 0 may be deleted by the broker at any time. Using QoS level 2 is
not necessary since the device can keep track of which blocks it has already received, and
discard duplicate blocks. QoS level 2 would only increase the control overhead unnecessarily
by tripling the number of acknowledgements per block.
To reduce the number of subscriptions necessary, wildcard subscriptions could be used. For
example, the IoT device may subscribe to the wildcard topic suit/images/v2.0/f767zi/#
(which includes the subtopics ending in /0, /1, /2,. . . ) to receive all retained block mes-
sages. However, this would not lower the amount of control traffic. A topic ID must be
registered for each of the subtopics. Without a wildcard subscription, the topic IDs are in-
cluded in the SubAcks. With a wildcard subscription, a Register and RegAck message
must be sent for each subtopic. Since the sizes of these control message types are very sim-
ilar, the amount of control traffic is basically the same in both cases. Additionally, we must
also consider the issue of message order. According to the MQTT protocol specification,
the broker must forward messages published with QoS level > 0 to subscribers in the order
that they were published in [25, pp. 97-98]. However, it does not specify in what order the
broker should forward messages published on topics matching a wildcard subscriptions.1
Therefore, the implementation cannot assume that the blocks arrive in any kind of order
when wildcard subscriptions are used. This poses a problem because typical flash memory

1At the time of writing, the Mosquitto broker also uses publish-order for these messages (with the
exception of the parent topic), however, this may change at any time. See: https://www.eclipse.org/
lists/mosquitto-dev/msg02463.html

https://www.eclipse.org/lists/mosquitto-dev/msg02463.html
https://www.eclipse.org/lists/mosquitto-dev/msg02463.html
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(Repeat until all blocks are transferred)
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(Repeat until all blocks are transferred)

Figure 4.1: Sequence diagram of a software update using SUIT with a push notification and MQTT-
SN as the transport mechanism: The status tracker server pushes an update trigger to
the device using a Publish message. The device then downloads manifest and image
by subscribing to the block topics one by one and receiving each block as a retained
Publish message.

hardware interfaces first set all bits during erase operations and then only unset certain bits
during write operations. This makes writing to flash memory in random order impractical,
unless all of the writes are multiples of the page size in length as well as page-aligned. Thus,
RIOT’s APIs only support in-order write access to the flash memory. Out-of-order blocks
would need to be buffered in RAM before they can be written to flash memory. However,
in the worst case, the blocks arrive in reverse order, which would require almost the entire
firmware image to be buffered in RAM. This is clearly not feasible. Additionally, neither of
the MQTT-SN client implementations in RIOT actually support wildcard subscriptions at
the time of writing. Therefore, we decide against the usage of wildcard subscriptions.
It must be noted that our design using retained messages has one major disadvantage when
compared to CoAP: We cannot support variable block sizes as easily, because the block size
must be fixed prior to the initial publishing. If multiple block sizes are required, the update
manifest and image must be uploaded multiple times using different block sizes. However,
software updates are only expected to work on devices of the same class, e.g. devices that
have identical hardware. Thus, multiple different block sizes may not be needed, since a
single block size can already provide a good match for the capacities of all targeted devices.
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4.2 Implementation
To run SUIT on a RIOT device, the modules riotboot and suit are required. The module
riotboot is a bootloader that partitions the device’s flash memory into three sections: The
first section contains the bootloader itself, and the second and third sections are firmware
slots. Thus, two firmwares can be stored in flash memory at the same time. One slot is
active, i.e. it is used during device boot-up. The inactive slot is used to store the newly
downloaded firmware image during the update process. At the start of each firmware slot,
the riotboot header is stored. It contains four 4 B long values: a magic number (“RIOT”
in ASCII), the firmware version version, the start address of the actual firmware, and a
checksum of the header.2 The module suit contains the SUIT-related functionality, e.g.
the different transport mechanisms. Currently, there is only one transport mechanism that
is implemented, which uses CoAP. In this section, we describe the implementation of the
new transport mechanism using MQTT-SN.

4.2.1 Choice of MQTT-SN Implementations

Firstly, we discuss our choices of MQTT-SN implementations both on the client and on the
server side.

Client Implementation

As mentioned in Section 4.1.1, RIOT offers two different MQTT-SN client implementations:
emcute and asymcute. The main difference between them is that emcute offers synchronous
(blocking) functions, while asymcute offers asynchronous (non-blocking) functions. For
example, consider how the two libraries implement the Subscribe request: The function
emcute_sub returns only after the request is completed, either due to a server response or
a timeout. In contrast, the function asymcute_subscribe returns as soon as the request
has been sent, and a user-provided callback function is called when the response is received
or the request has timed out. Internally, asymcute uses asynchronous UDP sockets that
use an event loop to handle incoming messages and timeouts3.
Its asynchronous design allows asymcute to support multiple simultaneously outstanding
requests, e.g. Publishes or Subscribes. Each outstanding request is associated with
its own request context data structure including a transmit buffer. In contrast, emcute
uses only one global transmit buffer. For applications which make heavy use of requests
originating at the IoT device, this can be a major performance advantage. However, these
performance gains come with increased memory usage. A comparison of the memory usage
of the two implementations shows that asymcute uses around 3.2 kB more flash memory
and around 0.2 kB more RAM than emcute.4 The increased memory usage is due to a
larger code size caused by the library functions and the asynchronous sockets and slightly
larger data structures used.

2https://github.com/RIOT-OS/RIOT/blob/010dbcc9d3ff2890b3da2cb8926cb6ef7df2874d/
bootloaders/riotboot/doc.txt

3https://riot-os.org/api/group__net__sock__async__event.html
4https://github.com/vera/masters-thesis/blob/master/results/asymcute_emcute_comparison/

2021-02-19-memory-usage-asymcute-vs-emcute.txt

https://github.com/RIOT-OS/RIOT/blob/010dbcc9d3ff2890b3da2cb8926cb6ef7df2874d/bootloaders/riotboot/doc.txt
https://github.com/RIOT-OS/RIOT/blob/010dbcc9d3ff2890b3da2cb8926cb6ef7df2874d/bootloaders/riotboot/doc.txt
https://riot-os.org/api/group__net__sock__async__event.html
https://github.com/vera/masters-thesis/blob/master/results/asymcute_emcute_comparison/2021-02-19-memory-usage-asymcute-vs-emcute.txt
https://github.com/vera/masters-thesis/blob/master/results/asymcute_emcute_comparison/2021-02-19-memory-usage-asymcute-vs-emcute.txt
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In our firmware update application, the device frequently sends Subscribe requests (one
for each block topic, see Figure 4.1), but since the blocks must be received in-order, each
Subscribe must be completed before the next one can be sent. To allow the device to
send multiple Subscribes at once, potential out-of-order blocks would need to be handled,
which would complicate the transport logic and would require an additional memory buffer.
Therefore, asymcute does not appear to promise better performance than emcute that
would justify the increased memory usage, which makes emcute the better choice for our
application.

Server Implementation

When choosing the MQTT-SN server implementation used, we consider the following two
options: the Really Small Message Broker (RSMB)5 and the Eclipse Paho MQTT-SN Gate-
way implementation6. Both are open-source projects at the Eclipse Foundation.
The RSMB was developed at IBM and initially released as closed-source. The widely
known Mosquitto broker was developed as an open-source alternative to it. The RSMB
was eventually contributed to Eclipse as open-source in 2013, but it is no longer being
actively developed and can now be considered deprecated. In its feature set, it is largely
inferior to Mosquitto, which has a large user base and is being actively maintained. The
only major advantage of RSMB is its MQTT-SN support, which Mosquitto and basically
all other MQTT brokers lack.
The Paho MQTT-SN Gateway is a standalone gateway that translates between MQTT-SN
and MQTT, which means that it must be used in combination with an MQTT broker (as
seen in Figure 2.4). This is a major advantage over the RSMB, because it allows us to
combine it with an up-to-date broker implementation such as Mosquitto.
Therefore, we initially tested the Paho MQTT-SN Gateway and the Mosquitto MQTT
broker in combination. However, the Paho Gateway appeared to be lacking in maturity
and suffered from several bugs (see Appendix A.2.1). It also achieved much worse total
update durations in preliminary tests than the RSMB. Therefore, we decide to use the
RSMB to obtain the best possible evaluation results.

4.2.2 Implementation of the Transport Mechanism

To add the transport mechanism using MQTT-SN to RIOT’s SUIT implementation, we
firstly add a tool that allows easy publishing of new firmware images and manifests. For
the CoAP transport mechanism, the make target suit/publish does this by simply copying
the manifest and firmware files to the folder that is being served by aiocoap-fileserver7.
This makes the files available for retrieval using CoAP GET. For the MQTT-SN transport
mechanism, we implement a Python program for the same purpose. The program receives
a file path, block size and topic prefix as input parameters (among others) and performs
a block-wise publishing of the file to the subtopics <PREFIX>/0, <PREFIX>/1, <PREFIX>/2,
and so on. It additionally publishes the total number of blocks to the parent topic PREFIX.

5https://github.com/eclipse/mosquitto.rsmb
6https://github.com/eclipse/paho.mqtt-sn.embedded-c/tree/master/MQTTSNGateway
7https://aiocoap.readthedocs.io/en/latest/module/aiocoap.cli.fileserver.html

https://github.com/eclipse/mosquitto.rsmb
https://github.com/eclipse/paho.mqtt-sn.embedded-c/tree/master/MQTTSNGateway
https://aiocoap.readthedocs.io/en/latest/module/aiocoap.cli.fileserver.html
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This information is used by the IoT device to know how many blocks to expect. It can
also be used by the publishing program to delete previous retained blocks. This may be
necessary when a file is published under an already used topic prefix but the number of
blocks has decreased, either because the new file is smaller or because a larger block size
is used. If the excess blocks were not deleted, they would be needlessly transmitted to all
subscribing IoT devices from then on.
Secondly, we implement the actual transport mechanism. As shown in Figure 4.1, it in-
volves mainly the handling of incoming Publish messages on the trigger, update manifest
and image topics. For the initial connection setup, we add two new shell commands: con
<ipv6 addr> [port] for connecting to an MQTT-SN gateway and sub <topic name> for
subscribing to a trigger topic. Ideally, a connection to an available gateway should be auto-
matically established using gateway discovery (see Section 2.3), but this is not supported by
emcute. It would also require some additionally security mechanisms such as the usage of
DTLS to authenticate the gateways. If the gateway discovery process is not secured, any ma-
licious server could announce itself using GwInfo messages and start serving invalid mani-
fests or firmware images to execute resource exhaustion attacks. For monitoring, the device
automatically publishes messages on three device status topics suit/version/<DEVICE_ID>
(for the current firmware version), and suit/slot/[in]active/<DEVICE_ID> (for the in-
dices of the currently active and inactive firmware slots) once it is connected to a gateway.
For the handling of incoming Publish messages, we implement three different handler
functions:
Firstly, there is the handler for Publishes on the trigger topic. These messages contain a
manifest topic prefix. The device subscribes to the topic name contained in the payload
and then to its subtopics /0, /1, /2,. . . to receive the number of manifest blocks as well as
the blocks themselves, as described in Section 4.1.2.
Secondly, there is the handler for Publishes on the manifest topic. These messages contain
either the total number of blocks to be expected or a block of the manifest, as described
above. The manifest blocks are copied to a 640 B buffer, which is large enough to hold
an entire manifest, with an offset depending on the block number. If the final block has
been transmitted, suit_parse is called on the manifest, which starts the validation of
the manifest as described in Section 3.3.1, and if all checks are successful, the command
sequences are executed, which usually contain a “fetch” command for the update image.
We extend the SUIT fetch command handler to handle manifest URIs beginning with
mqtt:// followed by a topic name8 to call the fetch function defined by the MQTT-SN
transport. This fetch function subscribes to the given topic and registers the third handler,
which is for Publishes on the firmware topic. Each firmware block is written to flash
memory. If fewer bytes or more bytes than the total image size from the manifest are
received, the fetch command aborts with an error. Otherwise, further commands (e.g.
image hash check) are executed. If successful, the device finally reboots from the new
firmware.

8This is not an official URI scheme. Currently, no URI schemes for MQTT or MQTT-SN have been
officially registered at the Internet Assigned Numbers Authority (IANA). A proposal has been discussed by
the MQTT Technical Committee (https://issues.oasis-open.org/browse/MQTT-203), however, it does
not include topic names, which we require here. Therefore, we use this simple unofficial scheme.

https://issues.oasis-open.org/browse/MQTT-203
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1 typedef struct {
2 uint16_t num_blocks_total ;
3 uint16_t num_blocks_rcvd ;
4 uint16_t current_block_num ;
5 uint16_t current_block_len ;
6 } suit_mqtt_sn_blockwise_t ;

Listing 4.1: The data structure used to keep track of the current state of the block-wise transfer over
MQTT-SN.

A struct keeps track of the current state of the block-wise transfer (see Listing 4.1).
The total number of expected blocks is necessary to know when the final block has been
received. The number of already correctly received blocks is used to check whether the
current received block is in-order, which is necessary because the firmware image must be
written to flash memory without gaps, as described above. The number and length of the
current block are used to calculate the correct offset and number of bytes to write when
writing to both flash memory and the manifest buffer in RAM.
The source code of the implementation can be found at https://github.com/vera/RIOT/
tree/suit/mqtt-sn.

https://github.com/vera/RIOT/tree/suit/mqtt-sn
https://github.com/vera/RIOT/tree/suit/mqtt-sn




CHAPTER 5

Thesis Outcome: Evaluation and
Comparison

In this chapter, we present the evaluation of our implementation. The goal of the evaluation
is to find out how well the new implementation of the MQTT-SN transport mechanism for
SUIT in RIOT performs, especially in comparison to the existing CoAP transport mecha-
nism. For this purpose, we conduct measurements of both variants.

5.1 Setup
In this section, we describe the parameters of our evaluation, such as hardware and software
setup used, as well as the metrics that we examined. The workload which we evaluate is
a full firmware update from start to end as outlined in Section 3.3.1, i.e. from the update
trigger followed by transmission of the manifest and the update image until the successful
reboot. The full firmware of the IoT device is updated.
We consider four metrics in our evaluation. Firstly, we measure both the RAM and flash
memory requirements of our implementation. Secondly, we measure the total traffic volume
going over the wireless link during the update. Since we do not vary the protocols used
other than on the application layer (MQTT-SN or CoAP), we can evaluate which protocol
causes more overhead. Thirdly, we measure the total time required for the full firmware
update. Finally, we measure the energy consumption of a full firmware update.
For the time and energy consumption measurements, we use the Magdeburg Internet of
Things Lab (MIoT Lab) [65], which is a testbed for IoT applications. At the time of writ-
ing, it consists of eight testbed nodes, which are positioned in several rooms on two levels
of the computer science faculty’s building at the Otto von Guericke University Magdeburg.
The testbed nodes each consist of two commercially available hardware components: an
x86 and an embedded device (Nucleo F767ZI). See Table 5.1 for an overview of the hard-
ware specifications. The Nucleo boards are flashed and controlled by the x86 components,
which are connected to the testbed management system via Ethernet. The boards are
equipped with multiple transceivers, e.g. for Institute of Electrical and Electronics Engi-
neers (IEEE) 802.15.4, IEEE 802.11n (Wi-Fi) and sub-GHz communication, and are also
connected to the x86 components via Ethernet. The testbed nodes are capable of monitoring
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the power usage of the board and the transceivers separately. The testbed uses the DES-
Cript experiment description language to store experiment settings to ensure repeatability
and reproducibility.

Table 5.1: Parameters that influence the results of the evaluation measurements. The parameters
that are varied during the evaluation are highlighted.

Parameter Value(s)
Hardware

Boards Nucleo F767ZI
. . . CPU ARM Cortex M7 (STM32) @ 216 MHz
. . . Flash memory 2 MiB
. . . RAM 512 KiB
. . . Transceiver Atmel AT86RF215
. . . . . . Transmit frequency 2.4 GHz
. . . . . . Transmit power maximum1

Power monitoring Espressif ESP32 + TI INA3221
MQTT-SN/CoAP server Virtual 4 core CPU @ 2.4 GHz, 8 GB RAM
Testbed conditions

RSSI between nodes 77.27 dBm
Other network loads low2

Other loads on the MQTT-SN/CoAP
server

none

Software

IoT OS RIOT
Network stack GNRC
. . . Host-to-network layer {Ethernet, IEEE 802.15.4}
. . . Network layer IPv6 + 6LoWPAN
. . . Transport layer UDP
. . . Application layer {MQTT-SN, CoAP}
MQTT-SN server and client RSMB and emcute
CoAP server and client aiocoap-fileserver and nanocoap

SUIT configuration parameters

Size of manifest ∼500 B
Size of firmware image ∼85 kB
Block size {32 B, 64 B, 128 B, 256 B, 512 B}
Number of updated devices {1, maximum (7)}

1Incorrectly reported as 3 dBm by RIOT. The true maximum transmit power of the AT86RF215 is
15.5 dBm [66, p. 191]. See: https://forum.riot-os.org/t/changing-the-tx-power-of-the-at86rf215

2During the wireless measurements, other radio interference, e.g. by Wi-Fi traffic, was low, since the
campus was relatively empty due to the corona virus pandemic and the experiments were conducted in the
late evening or night (after 8 p.m.).

https://forum.riot-os.org/t/changing-the-tx-power-of-the-at86rf215
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Several parameters can be expected to affect the performance of our system, such as other
loads on the network or servers or the size of the firmware image being transmitted to
the IoT devices. See Table 5.1 for an overview of the relevant parameters. We vary only
those parameters that we are interested in evaluating. They are highlighted in Table 5.1.
Firstly and most importantly, we vary the transport mechanism used, i.e. CoAP or MQTT-
SN. Secondly, we vary the block size used during transmission to find out which effect
it has on our evaluation metrics and which block size performs best. Thirdly, we vary
the number of devices being updated at the same time to evaluate the scalability of the
SUIT implementation. At the time of writing, the maximum possible number of nodes
usable for these experiments is seven nodes.3 Finally, to better isolate the effects of the
parameters being varied, we conduct measurements first over Ethernet, which provides a
more stable and reproducible network, and then over wireless radio, which is closer to the
real environment in which SUIT may be used. All other parameters are fixed throughout
our evaluation.
The reasons for the choice of MQTT-SN implementations were already discussed in Sec-
tion 4.1.1. The CoAP implementations were chosen as suggested in the README of the
pre-existing SUIT implementation in RIOT.4 For a full list of all software used including
version numbers, see Appendix A.1.

5.2 Methods
In this section, we describe how we conducted our evaluation, e.g. how the data is gathered
and which tools are used to analyse it. The raw data, program files, DES-Cript files as well
as more detailed descriptions of our methods for the purpose of reproducibility are given at
https://github.com/vera/masters-thesis.

Memory Usage

To evaluate the memory usage of SUIT in RIOT, we compile our binaries optimized for
code size using the flag -Os, which is standard for RIOT, inside the Docker container
riot/riotbuild. The binaries are compiled for the testbed boards (Nucleo F767-ZI) and
include the modules of the GNRC network stack necessary for wireless communication over
IEEE 802.15.4. We use the C standard library implementation Picolibc5 instead of the
default Newlib6 because of its reduced memory footprint. Using this setup, the results we
achieve for the CoAP version are very similar to those reported by Zandberg et al. in their
evaluation [46]. The transmit and receive buffers of emcute are left at the default size of
512 B each.
To determine the RAM and flash memory usages of the compiled binaries, we use the binary
size profiler Bloaty7. Bloaty provides a fine-grained memory usage split down to compile
units (i.e. files) or symbols (i.e. function or variable names). It also allows the definition

3One of the eight testbed nodes could not be used due to hard faults that occur at the initial firmware
booting, presumably due to problems with the connection to the attached EEPROM.

4https://github.com/RIOT-OS/RIOT/blob/80e14e88a10d0795b5d8416edd564bb09f64ae38/examples/
suit_update/README.md

5https://github.com/picolibc/picolibc
6https://sourceware.org/newlib
7https://github.com/google/bloaty

https://github.com/vera/masters-thesis
https://github.com/RIOT-OS/RIOT/blob/80e14e88a10d0795b5d8416edd564bb09f64ae38/examples/suit_update/README.md
https://github.com/RIOT-OS/RIOT/blob/80e14e88a10d0795b5d8416edd564bb09f64ae38/examples/suit_update/README.md
https://github.com/picolibc/picolibc
https://sourceware.org/newlib
https://github.com/google/bloaty
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of custom categorization using regular expressions that are applied on the compile unit
or symbol names. For example, all file paths containing “emcute” can be sorted into the
category “mqtt-sn” to obtain the total memory usage related to the MQTT-SN component.

Network Traffic Volume

The network traffic is captured in a local setup of a Nucleo F767-ZI connected to a laptop
computer via Ethernet using Wireshark8. The resulting capture file is then analysed using
a self-written Python program9 which uses Pyshark10, a wrapper for Wireshark’s command
line equivalent tshark, to dissect the packets and then calculates total for each involved
protocol and each packet direction (i.e. server/broker to device or device to server/broker).
Because the update’s network traffic is more or less deterministic when there is no random
packet loss, a single capture is sufficient to evaluate the network traffic volume.

Total Duration of the Firmware Update and Energy Consumption

The duration and energy consumption measurements are run in the MIoT Lab, as described
above. The MQTT-SN/CoAP server is run on a virtual server that is reachable from the
Nucleo boards via the x86 nodes. The connection is established either via Ethernet or via a
6LoWPAN border router11 running on one of the Nucleo boards. During the experiments,
the CPU and RAM usages of the virtual server are logged.
Both duration and power usage are measured at the same time. The measurements are
repeated 30 times for each parameter combination. The power usage readings are logged
by the ESP32 which is connected to two TI INA3221 current and voltage monitors with
three channels each, so they can separately monitor the power usage of the Nucleo board,
its transceivers and environmental sensors. The monitors are configured to use a conversion
time of 140 µs for both the shunt and bus voltage and to average 64 samples for each
reading. New power readings are logged every 860 µs. The readings as well as the start
and end timestamps are captured by a Python program running on the x86 node which
receives the log outputs of the Nucleo board and the ESP32 over serial connections. To
finally calculate the energy consumption, the power readings (in W) are integrated over
the time period during which the firmware update was running. For the updates run over
Ethernet, we use only the power readings of the Nucleo board itself in this calculation. For
the updates run over-the-air, we additionally use the power readings of the IEEE 802.15.4
transceiver. The power readings of the other channels, i.e. the other transceivers and
sensors, are discarded since they are not relevant for the firmware update process.

5.3 Results
In this section, we describe and discuss the results of our evaluation.

8https://wireshark.org
9https://github.com/vera/traffic-analysis

10https://github.com/KimiNewt/pyshark
11We use the example gnrc_border_router provided by RIOT.

https://wireshark.org
https://github.com/vera/traffic-analysis
https://github.com/KimiNewt/pyshark
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Memory Usage

The results of the memory usage analysis are shown in Table 5.2. Note that the actual
RAM usages of the two variants could be lower, since we did not optimize the stack sizes
but left them at their default values, which may be larger than actually required.
The direct comparison of the memory usages shows that our implementation of the MQTT-
SN transport mechanism requires 0.4 KiB more flash memory and 1.2 KiB more RAM than
the pre-existing implementation of the CoAP transport mechanism. The slight increase
in flash memory usage is due to a slightly larger code size (+0.17 KiB) of the functions
required for the Over-The-Air (OTA) updates, e.g. the MQTT-SN Publish handlers (see
Section 4.2.2) and the functions required for the usage of thread flags. Thread flags are
used in our MQTT-SN transport mechanism code as well as emcute’s code to communicate
events between threads. The increase in RAM usage is due to RAM used by emcute, mainly
for the transmit and receive buffers (512 B each by default), which are statically allocated
in the BSS section. In contrast, the transmit buffer (256 B by default) and receive buffer
(sized according to the requested block size) used by nanocoap are allocated on the stack
of the transport mechanism’s thread.
The Nucleo boards that we use in our testbed are less constrained in terms of flash mem-
ory and RAM than others, since they are part of STMicroelectronics’ “high-performance”
product line. This puts them beyond the least constrained class defined by RFC 7228 [12]
(Class 2 with ∼50 KiB RAM and ∼250 KiB flash memory). However, it can be seen that
our MQTT-SN variant can also be run on more constrained devices (up to approximately
Class 1 with ∼10 KiB RAM and ∼100 KiB flash memory), same as the pre-existing CoAP
variant. Thus, the implementation fulfils the goal set by the SUIT standard to be suitable
for Class 1 devices.

Network Traffic Volume

We examine the application layer traffic in Figure 5.1. In both cases, the payload sent
from the server or broker to the device is equal to the size of the update manifest and
firmware image as listed in Table 5.1 (approximately 85 kB). In addition to the payload

Table 5.2: Flash memory and RAM usage of the SUIT application using the CoAP or the MQTT-SN
transport mechanism.

Flash memory RAM
Component CoAP MQTT-SN Diff. CoAP MQTT-SN Diff.
Core 28.6 KiB 30.0 KiB +1.4 KiB 4.6 KiB 4.6 KiB 0
Network 29.3 KiB 28.8 KiB −0.5 KiB 6.2 KiB 6.2 KiB 0
CoAP/MQTT-SN 2.2 KiB 1.8 KiB −0.5 KiB 0 1.2 KiB +1.2 KiB
Crypto 6.2 KiB 6.2 KiB 0 96 B 96 B 0
COSE & CBOR 2.1 KiB 2.0 KiB −0.1 KiB 0 0 0
SUIT 3.1 KiB 3.0 KiB −0.0 KiB 48 B 48 B 0
OTA 2.5 KiB 2.6 KiB +0.2 KiB 8.4 KiB 8.4 KiB 0
Total 74 KiB 74.4 KiB +0.4 KiB 19.3 KiB 20.5 KiB +1.2 KiB
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Figure 5.1: Network traffic volume of a full firmware update using SUIT over MQTT-SN or CoAP:
Only the relevant network traffic caused by the application layer protocols and payloads
is shown.

itself, there is overhead traffic, i.e. protocol headers, MQTT-SN topic names and CoAP
URIs. As expected, the amount of overhead traffic decreases approximately linearly with
the increased block size.
It can be seen that MQTT-SN causes slightly more traffic than CoAP. The larger the block
size, the smaller the difference is. For a block size of 32 B, the difference in traffic volume
between MQTT-SN and CoAP is the largest: MQTT-SN causes 13.2 kB and 17.4 kB more
traffic from broker to device and device to broker, respectively. For a block size of 512 B,
MQTT-SN causes only 1.2 kB and 1.1 kB more traffic from broker to device and device to
broker, respectively. This is because the sizes of the headers that are sent per block are

Table 5.3: Traffic caused by MQTT-SN and CoAP headers: Note that the CoAP header sizes are
specific to the CoAP options used here (e.g. number of URI path components).

Direction
Protocol Client → server Server → client
MQTT-SN 7 B (Subscribe) + 5 B (PubAck)

= 12 B
7 B (SubAck) + 7 B (Publish)
= 14 B

CoAP 11 B (Get request) 9 B (Get response)

Table 5.4: Number of packets sent during a full firmware update over MQTT-SN and CoAP.

Block size
Protocol 32 B 64 B 128 B 256 B 512 B
MQTT-SN 10569 5293 2653 1333 673
CoAP 5282 2642 1322 662 332
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Figure 5.2: Duration of a full firmware update over Ethernet using MQTT-SN or CoAP.

smaller for CoAP than for MQTT-SN (see Table 5.3). As expected, MQTT-SN also sends
twice as many packets per block as CoAP does (see Table 5.4). Thus, the amount of traffic
caused by lower layer protocol headers such as IEEE 802.15.4 and 6LoWPAN, which we do
not examine here, is doubled.

Total Duration of the Firmware Update and Energy Consumption

The measured total durations of the firmware updates over Ethernet are shown as boxplots
in Figure 5.2. It can be seen that there is little variation between the 30 repetitions of
each parameter combination. Firstly, Figure 5.2a and Figure 5.2b show the results for the
firmware update of a single device. The standard deviations are below 1 %, except for the
combinations (Ethernet, MQTT-SN, 128 B, 1 device) and (Ethernet, CoAP, 256 B, 1 de-
vice), where there are outliers with significantly increased durations. Secondly, Figure 5.2c
and Figure 5.2d show the results for the firmware update of seven devices in parallel. Here,
the standard deviations of the 30 repetitions are slightly larger (up to 4.4 %), except for
the combination (Ethernet, MQTT-SN, 64 B, 7 devices), where two outliers were measured.
The reason for these outliers could not be determined definitively from the experiment
logs. As the outliers lie approximately 15 s above the other measurements, which is the
MQTT-SN’s default timeout duration, it can be assumed that they are due to a single lost
MQTT-SN message.
Comparing the different measurements, it can be seen that, firstly, as expected, the update
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c) MQTT-SN, updating seven devices in parallel
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d) CoAP, updating seven devices in parallel

Figure 5.3: Energy consumption of the IoT board during a full firmware update over MQTT-SN and
CoAP.

duration decreases with the block size. The decrease is not fully linear because the larger
block sizes do not speed up all steps of the firmware update; e.g. the time required for the
validation of manifest and signatures remains the same. Secondly, even though a higher total
duration could be expected for MQTT-SN due to the higher traffic volume (see Section 5.3),
there is no significant difference between the average update durations measured for MQTT-
SN and CoAP. Thirdly, when transmitting the updates over Ethernet, there is also no
significant difference between the average update durations measured for a single device
and seven devices in parallel.
During the parallel update of seven devices, the total RAM usage on the virtual machine
running the MQTT-SN/CoAP server remains at approximately 9 %. In the CPU usage,
there are peaks that coincide with the timings of the firmware updates. These peaks go
up to 92.4 %, but do not last more than 5 seconds, i.e. not throughout the entire update
transmission. Except during these peaks and during the waiting times between updates,
the CPU usage is at 5 % to 15 %. Thus, the server does not appear to act as a performance
bottleneck during the parallel update experiments.
The measured energy consumption during the firmware updates run over Ethernet are shown
as boxplots in Figure 5.3. As expected, it can be seen that there is a strong correlation
between the measured energy consumption and the measured update duration. Thus, the
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Figure 5.4: Duration of a full firmware update over IEEE 802.15.4 using MQTT-SN or CoAP.

same observations can be made here as for Figure 5.2: The energy consumption decreases
slightly less than linearly with the block size. There is no significant difference between the
average energy consumption measured for MQTT-SN and CoAP.
Finally, the duration measurements for the wireless update of a single device (using
IEEE 802.15.4/ 6LoWPAN) can be seen in Figure 5.4. In these experiments, testbed node
7 is used as the border router. Testbed node 10 (“TestNode”) is used as the SUIT node.
Node 10 is positioned in an adjoining room to node 7, i.e. the two nodes are relatively
close to each other. Using the 2.4 GHz band, the average RSSI between the two nodes is
measured to be 77.27 dBm.
A complication with the wireless MQTT-SN measurements was caused by an unclear point
in the protocol specification: It states that only messages unicasted to the MQTT-SN
gateway by a client are retransmitted if no acknowledgment is received before a timeout [26,
p. 25]. There is no retransmission procedure specified for messages unicasted by the gateway
to a client, such as the firmware blocks in our case. This is likely because the MQTT-SN
gateway is meant to be used in conjunction with an MQTT broker, which would handle all
retransmissions of unacknowleged messages. Thus, the gateway does not need to retransmit
lost messages itself. However, the RSMB server implementation of MQTT-SN does not
implement a standalone gateway that connects to a separate broker. The RSMB integrates
an MQTT and MQTT-SN broker in the same application. When a client connects to the

Table 5.5: Average update durations of both wired and wireless updates over MQTT-SN and CoAP.

MQTT-SN CoAP
Block size Wired Wireless Diff. Wired Wireless Diff.
32 B 32.65 s n/a n/a 33.09 s 80.45 s +143.13 %
64 B 18.88 s 131.6 s +597.03 % 19.17 s 50.35 s +162.65 %
128 B 12.48 s 92.88 s +644.23 % 12.17 s 31.36 s +157.68 %
256 B 8.55 s 46.43 s +443.04 % 8.76 s 22.18 s +153.2 %
512 B 6.84 s 30.15 s +340.79 % 6.94 s 17.26 s +148.7 %
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Figure 5.5: Energy consumption of the IoT board (including transceiver) during a full firmware
update over IEEE 802.15.4 using MQTT-SN or CoAP.

RSMB using MQTT-SN, there is no connection made internally to the MQTT broker.
Thus, the broker actually does not retransmit any lost messages, since it is not involved
in the transaction. This means that when a block is lost in transmission, the update fails.
Additionally, there appears to be a bug in RIOT affecting IEEE 802.15.4 retransmissions
over the AT86RF215 transceiver: A sniffer trace also showed no such retransmissions in
case of a missing acknowledgement. Due to time constraints, this could not be investigated
further.
As expected due to the lower throughput, the wireless updates are slower than the wired
updates. We compare the average update durations side-by-side in Table 5.5. Over CoAP,
the wireless updates are slower by 153 % on average when compared to the wired updates.
Over MQTT-SN, the wireless updates are slower by 506 % on average. Thus, although there
was no significant difference between CoAP and MQTT-SN when running wired updates,
MQTT-SN performs much worse than CoAP when updating over the air. The main reason
for this is the much longer default timeout duration for retransmissions of 15 s [26, p. 27].
This means that every time an MQTT-SN message is lost, the update duration increases
by at least 15 s. Thus, the performance is worst for the smallest block sizes where the
most MQTT-SN messages are transmitted, each of which can potentially get lost and cause
a timeout. Additionally, the chance of an update-stopping timeout occurring (after three

Table 5.6: Effect of block size increases on average update durations of both wired and wireless
updates over MQTT-SN and CoAP.

MQTT-SN CoAP
Block sizes Wired Wireless Wired Wireless
32 B → 64 B −42.18 % n/a −42.07 % −37.42 %
64 B → 128 B −33.9 % −29.42 % −36.52 % −37.72 %
128 B → 256 B −31.49 % −50.01 % −28.02 % −29.27 %
256 B → 512 B −20 % −35.06 % −20.78 % −22.18 %
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unsuccessful retransmissions) is higher the smaller the block size is. Due to this, none
of 60 repetitions of a wireless update over MQTT-SN with a block size of 32 B could be
completed successfully. In contrast, CoAP uses exponentially increasing timeout durations
with a default starting value of 2 s to 3 s and thus retransmits much faster.
The effect of increasing the block size is very similar to the one observed for wired updates:
A doubling of the block size leads to a decrease of the average update duration of around
33 % on average (see Table 5.6). As discussed previously, the decrease is less than 50 %
because the increased block size speeds up the transmission of the update, but not other
steps, e.g. the validation of manifest and signatures, and writing the update image to flash
memory. It must be noted that the results also show that the speedup effect decreases
with each block size doubling. Considering wireless transmission, it can be expected that
the speedup effect is smaller because starting from a block size of 64 B, the blocks must
be fragmented by 6LoWPAN due to IEEE 802.15.4’s maximum frame size of 127 B. This
fragmentation adds additional overhead in terms of computation and traffic. Over CoAP,
it can be seen that the speedup effect of the jump from 32 B to 64 B is indeed smaller
than it is for wired transmission, while the other jumps show a similar speedup as for wired
transmission. Over MQTT-SN, the block size increases show a larger effect for wireless than
for wired transmission. This may again be related to the long retransmission timeouts;
if there are fewer MQTT-SN messages to transmit, a smaller number of retransmission
timeouts is likely to occur. Thus, the speedup effect is boosted.
As expected, the energy consumption of a wireless update is also higher than the energy
consumption of an update over Ethernet (see Figure 5.5). Again, there is a strong correlation
between the update duration and energy consumption.
For wireless updates of multiple devices at once, we could conduct only preliminary experi-
ments which showed that the GNRC border router performs badly under load: We observed
update success rates of less than 50 %. In a minimal test setup consisting of one border
router and two wireless SUIT nodes, updating the nodes one after another was actually
significantly faster than updating them in parallel. The border router logs showed frequent
acknowledgement timeouts as well as sending delays due to a busy channel, which arise from
the wireless channel being shared between all updated devices. It may be possible to im-
prove the performance of the border router under heavy load by using the gnrc_netif_pktq
module, which implements a queue for outgoing packets that could not be transmitted suc-
cessfully on the first try. Additionally, the reliability of parallel over-the-air updates could
be increased by using a Media Access Control (MAC) protocol based on Time Division
Multiple Access (TDMA), and the shared channel could be better utilized using multicast
to efficiently transmit the update to multiple devices at once.

5.4 Conclusion
In conclusion, the evaluation of our implementation shows that it fulfils the goal that was
previously set, i.e. achieving the same or better performance in comparison with the CoAP
transport mechanism, with the exception of the issues discovered when transmitting updates
over the air.
The evaluation of the memory usage of our implementation shows that it requires only
slightly more flash memory (+0.4 KiB) and RAM (+1.2 KiB) than the CoAP transport
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mechanism, mainly due to the code size and the transmit and receive buffers of the emcute
library. Thus, it is suitable for constrained Class 1 devices.
With regard to network traffic on the application layer and up, our MQTT-SN transport
mechanism causes slightly more traffic because the MQTT-SN headers sent per block are
larger than the CoAP headers by 6 B. Thus, the difference in traffic volume is almost
negligible for larger block sizes. In our design, where one MQTT-SN topic is used per
block, MQTT-SN sends twice as many packets as CoAP, and thus the lower-layer header
traffic is also doubled.
However, the evaluation of the update duration when transmitting over Ethernet shows
that our implementation is not slower than the CoAP transport mechanism. Both when
updating a single device and when updating seven devices in parallel, there is no significant
difference between the measured update durations. There is also no significant difference
between the update durations for updating a single device and updating seven devices in
parallel; thus, both transport mechanisms scale very well for up to seven devices. Increased
block sizes lead to shorter update durations; when doubling the block size, the speedup
is around 33 % on average. However, the speedup effect decreases with each block size
doubling, i.e. the update duration begins to plateau after a few doublings. The speedup
is less than 50 % because some parts of the update are not sped up by the increased block
size, e.g. signature verification. Additionally, the time required to write the update image
to flash memory is a lower bound on the update duration. For wireless transmission, the
added overhead of fragmentation decreases the speedup effect. As expected, our evaluation
shows that the wireless transmission is slower than the wired transmission. Over CoAP, it
is slower by 153 % on average. Over MQTT-SN, some issues were discovered; it is slower by
506 % on average. The main issue is missing retransmissions due to an unclear specification
and the high default timeout duration of 15 s. In all cases, the energy consumption is
strongly correlated to the update duration.
Since the evaluation results show no significant difference between CoAP and MQTT-SN
with regard to the duration and energy consumption of a firmware update when the updates
are run over a wired connection, the MQTT-SN transport mechanism is not inherently less
performant than the CoAP transport mechanism. However, it does not handle lost messages
as well as CoAP does, and thus performs worse for wireless transmission. Further work on
this issue could improve the performance of the MQTT-SN transport mechanism over the
air.
The main advantage of MQTT-SN over CoAP, which was discussed in Section 2.4 and
Section 3.1 where we compared the protocols generally, remains: It offers better support
for sleeping devices because it allows the devices to be in a low-power sleep mode most of
the time, during which the broker buffers messages, while CoAP requires the devices to be
constantly awake (except for radio duty cycling on the MAC layer) if they want to receive
requests. Thus, MQTT-SN allows a lower power consumption than CoAP during the idle
times: According to the data sheets, the Nucleo board’s STM32 microcontroller draws at
most 16.5 µW [67, p. 125] and the ATF86 transceiver typically draws 0.09 µW [66, p. 203]
in their lowest power modes. Thus, the low-power modes allow a vastly improved battery
life of the IoT device.



CHAPTER 6

Conclusion

In this chapter, we summarize our results and provide pointers for future works.

6.1 Summary
In this work, we investigated the issue of firmware updates for the IoT. Firstly, we sum-
marized the key features of the some of the most used application layer protocols for the
IoT: CoAP, MQTT and MQTT-SN. We compared the three protocols. The main difference
between CoAP and the MQTT protocols is the communication model used: CoAP uses a
request/response model similar to HTTP, while MQTT and MQTT-SN use a publish/sub-
scribe model. The main advantage of the publish/subscribe model is that all communication
occurs via a central broker. This allows MQTT-SN to easily support sleeping devices by
buffering messages at the broker, which is essential for conserving the limited battery power
of IoT devices. However, the transfer of large files such as firmware updates fits CoAP’s
request/response model more naturally, especially using block-wise transfer.
Secondly, we conducted a literature survey of comparative evaluations of the three applica-
tion layer protocols with regard to their achieved throughputs, energy consumption, traffic
overhead and ability to deal with packet loss. These evaluations show that TCP – which
is used by MQTT – is not especially suitable for the IoT due to the connection setup and
teardown overhead and its larger header size, even though its sliding window protocol for
retransmissions allows it to deal with packet loss better than the UDP-based protocols.
Only few previous evaluation results are available for MQTT-SN, but they suggest that it
can perform as well as CoAP.
Thirdly, we defined a list of requirements for software update mechanisms in the context
of the IoT. We surveyed other software update mechanisms besides SUIT, such as TUF,
Uptane, and UpKit, and analysed their main similarities and differences to SUIT. A com-
mon feature of all surveyed update mechanisms is the usage of cryptographic signatures
for authentication and integrity checking of the update images and metadata. There are
differences in the metadata formats and how exactly the cryptographic signatures are used.
For example, UpKit always uses two cryptographic signatures; one by the firmware vendor
and one by the update server that binds the update to a random nonce generated by the
IoT device to prevent replay attacks. In contrast, SUIT uses only a single signature and
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uses optional expiration timestamps to prevent the replaying of an outdated update. Over-
all, SUIT offers the most general framework for software updates through the command
sequences that are included in the update manifests and can flexibly specify the steps of
the fetching, validation and installation process according to the use case.
Finally, we described the design and implementation of a new transport mechanism using
MQTT-SN for firmware updates over SUIT in RIOT. Previously, only a transport mecha-
nism using CoAP was available. We evaluated the implementation firstly with regard to its
flash memory and RAM requirements and network traffic volume. Our evaluation showed
that our new transport mechanism uses a similar amount of flash memory and RAM as the
CoAP transport mechanism. Because of the design choice of using a separate MQTT-SN
topic for each firmware block, our new transport mechanism causes slightly more network
traffic due to application layer header overhead. Secondly, we evaluated the implementa-
tion in the MIoT Lab testbed at the Otto von Guericke University Magdeburg. At the
time of writing, the testbed consisted of a maximum of seven usable nodes, which we used
for scalability tests. The testbed experiments showed that over Ethernet, there is no sig-
nificant difference of update duration and energy consumption between the two transport
mechanisms, i.e. MQTT-SN performs as well as CoAP. Thus, the implementation fulfils its
main goals. However, during over-the-air experiments using IEEE 802.15.4/6LoWPAN, we
discovered some issues with the MQTT-SN protocol specification that caused a relatively
poor performance of MQTT-SN: The specification is unclear on the issue of who is respon-
sible for retransmitting lost messages, and defines a relatively long default retransmission
timeout of 10 s to 15 s. Thus, further work is necessary to bring MQTT-SN’s performance
over wireless connections up to CoAP’s level.

6.2 Future Work
To improve upon this work, the performance issues of MQTT-SN when wirelessly trans-
mitting updates as described in Section 5.3 must be further investigated. Additionally, the
initial scalability experiments for over-the-air updates showed performance issues, which
should be investigated and fixed if possible. In particular, the usage of multicast to deliver
the update to multiple nodes at once could greatly improve the performance.
To achieve better performance, some design choices of the MQTT-SN transport mechanism
could be reconsidered. For example, the traffic of Register messages could be reduced.
In the current design, one Register is sent for each firmware manifest and image block
transmitted because each block uses a different topic. Instead, a single topic could be
used. This would require the update image and manifest to be published “live” during the
update, since retained messages cannot be used. This places additional load on the host
which publishes the update files. However, this may be a viable option if it were possible to
update a large amount of nodes at once. Alternatively, a MQTT-SN broker implementation
could be extended with a feature similar to CoAP’s block-wise transfer.
The scalability measurements presented were limited by the number of available nodes in
the testbed, which is seven at the time of writing. Once more testbed nodes are rolled out,
more extensive scalability experiments could be conducted.
Finally, future works could build on this work by implementing and evaluating further
transport mechanisms using other application layer protocols for the IoT.
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A.1 List of Software Versions Used

Name and Description Version
Main software

aiocoap (Python CoAP implementation) 0.4.1
libcoap (C CoAP implementation) 4.2.1
RIOT (OS for IoT devices) https://github.com/RIOT-OS/RIOT at

commit 837b55f (Feb 1, 2021)
RSMB (MQTT/MQTT-SN broker) https://github.com/eclipse/

mosquitto.rsmb at commit 36fd4ba
(Dec 21, 2020) + cherry-picked commit
6fed013 from https://github.com/
eclipse/mosquitto.rsmb/pull/32

Development

Docker (Virtualisation tool) 19.03.8
riot/riotbuild (Docker image for build-
ing RIOT applications)

sha256-0673aacb9dfd9b0a00f7695b60dbb
c0ce48437e9fc354904fde92611dea9fde2

Evaluation

Bloaty (Size profiler for binary files) https://github.com/google/bloaty at
commit c41086c (Nov 19, 2020)

PyShark (Python wrapper for Wireshark) 0.4.3
Python 3.8.5 (locally + testbed server),

3.7.3 (testbed nodes)
Wireshark (Network traffic capture and
analysis tool)

3.4.2-1 ubuntu20.04.0+wiresharkdevstable1

https://github.com/RIOT-OS/RIOT
https://github.com/eclipse/mosquitto.rsmb
https://github.com/eclipse/mosquitto.rsmb
https://github.com/eclipse/mosquitto.rsmb/pull/32
https://github.com/eclipse/mosquitto.rsmb/pull/32
https://github.com/google/bloaty
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A.2 List of Reported Issues and Pull Requests Related to This Thesis
A.2.1 Reported Issues

Description Link Reported on Status
Paho MQTT-SN Gateway

Gateway assigns non-zero
topic ID for wildcard top-
ics

https://github.com/
eclipse/paho.mqtt-sn.
embedded-c/issues/221

Dec 9, 2020 Fixed on
May 13,
2021

Crash (segmentation
fault) on PUBLISH when
MAX_TOPIC_PAR_CLIENT is
exceeded

https://github.com/
eclipse/paho.mqtt-sn.
embedded-c/issues/225

Jan 18, 2021 Fixed on
May 13,
2021

Crash (segmentation fault)
when getaddrinfo fails

https://github.com/
eclipse/paho.mqtt-sn.
embedded-c/issues/229

Feb 4, 2021 Fixed on
May 12,
2021

Gateway sends PUBLISH
using topic ID for which
the REGISTER was re-
jected

https://github.com/
eclipse/paho.mqtt-sn.
embedded-c/issues/230

Feb 4, 2021 Fixed on
May 13,
2021

A.2.2 Pull Requests

Description Link Submitted on Status
RIOT

net/emcute: Allow RE-
TAIN flag to be set on in-
coming PUBLISHs

https://github.com/
RIOT-OS/RIOT/pull/
16326

Apr 13, 2021 Merged on
Jun 28,
2021

Paho MQTT-SN Gateway

Send DISCONNECT when
incoming message can’t be
mapped to a client

https://github.com/
eclipse/paho.mqtt-
sn.embedded-c/pull/222

Dec 11, 2020 Closed on
May 27,
2021

mqtt-sn-tools

Bugfix: Use msg ID 0 for
QoS levels < 1

https://github.
com/njh/mqtt-sn-
tools/pull/46

Dec 4, 2020 Merged on
Jan 15,
2021

https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/221
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/221
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/221
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/225
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/225
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/225
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/229
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/229
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/229
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/230
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/230
https://github.com/eclipse/paho.mqtt-sn.embedded-c/issues/230
https://github.com/RIOT-OS/RIOT/pull/16326
https://github.com/RIOT-OS/RIOT/pull/16326
https://github.com/RIOT-OS/RIOT/pull/16326
https://github.com/eclipse/paho.mqtt-sn.embedded-c/pull/222
https://github.com/eclipse/paho.mqtt-sn.embedded-c/pull/222
https://github.com/eclipse/paho.mqtt-sn.embedded-c/pull/222
https://github.com/njh/mqtt-sn-tools/pull/46
https://github.com/njh/mqtt-sn-tools/pull/46
https://github.com/njh/mqtt-sn-tools/pull/46
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